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Foreword

I am pleased to present Research Bulletin, Vol.42, No. I, April, 2016 issue on the theme topic “Contemporary
Issues in Securities Markets”, in association with National Institute of Securities Markets (NISM), an

educational initiative of SEBI.

Indian Securities Market have shown incredible growth in the post Liberalization era. It remains one of the
most resilient globally and poised to be one of the top destinations for domestic and global businesses to
spread out and invest into. As global economy moves for impending recovery, India has shown amazing

strength to bounce back with greater stability and sustainability.

Securities Market facilitates the internationalization of an economy by linking it with the rest of the
world. This linkage assists through the inflow of capital in the form of portfolio investment. Appropriate
investment strategy framework tends towards economic growth of the nation. Apart from providing the
medium for channelizing funds for investment purposes, Securities Markets aid in pricing of assets and
serve as an indicator of the financial health of the economy. Indian securities markets have witnessed
extensive reforms in the post-liberalization era in terms of market design, technological developments,
settlement practices and introduction of new instruments. The fluctuations in the Indian market are
attributed heavily to cross border capital flows in the form of FDI, FII, etc. In this context, the CMAs can
apply Risk Mapping techniques such as Value-at-risk and Sensitivity Analysis to measure the exchange

rate risk resulting from a firm’s activities, including the foreign exchange position.

This publication brings you in-depth research insights on a wide range of topics on contemporary issues

in securities markets well-written by researchers, academicians and professionals.

I trust you will enjoy reading the Research Bulletin and will find it to be an extremely useful tool to enrich

your knowledge base in the various aspects of Securities Market.

CMA P.V. Bhattad

President

The Institute of Cost Accountants of India






Message from the Director, NISM

NISM is pleased to enter into the second year of collaboration with the Institute of Cost Accountants
of India, on the heels of the resounding success of the joint seminar in April 2015 and the simultaneous

release of the Research Bulletin.

NISM has been constantly engaged in all forms of research: publications, conference papers and project
research. In this joint publication, there have been notable contributions on a wide array of contemporary

issues.

The year 2015-16 witnessed a revival in the primary market offerings of equity. This is an opportune time
for assessing the performance of various IPOs that took place over the past decade. Likewise, the slack
period in equity offerings results in brisk activity in new issues of corporate bonds. Today, the securities
markets serve as a platform for a wider array of instruments to be traded: Interest Rate Futures constitute
an important hedging tool for various stakeholders. The same is also true of currency movements, which
can be hedged by using derivatives.

Equity investors need to be clear in their investment goals, including investment time horizons. Dividend
announcements by corporations can also be subjected to further analysis, to unravel important economic
signals. The roles of SEBI and other market intermediaries are examined closely in two separate papers.
At the cutting edge in secondary markets, the rising trends in Algorithmic and High-Frequency Trading
give rise to ethical dilemmas and the Fairness-Efficiency tradeoffs.

All of the aforesaid matters are discussed threadbare in the papers contained in this issue. We trust the
Research Bulletin and the joint seminar will evoke thought-provoking discussions and stimulate further
research on various aspects of securities markets in India, as the country gears up to unleash the start-

up wave of entrepreneurship.

We wish the joint seminar all success and look forward to close collaborations in the years to come.

Dr. Sandip Ghose
Director

National Institute of Securities Markets (NISM)






Chairman’s Communiqué

I feel privileged to place before you the present volume of Research Bulletin, Vol.42, No. I, April, 2016 issue
on the theme topic “Contemporary Issues in Securities Markets”, in association with National Institute of
Securities Markets (NISM), an educational initiative of SEBI. Our Research Bulletin mainly highlights on
pragmatic research articles and has a much wider reader base consisting of academicians, researchers,

industry professionals and practitioners.

I take this opportunity to express my appreciation for my fellow members of the Research, Journal and IT
Committee, esteemed members of the Review Board, the eminent contributors, the entire research team
of the Institute and National Institute of Securities Markets (NISM) for their earnest effort to publish

this volume in time.

This Bulletin comprises of articles on contemporary issues in Securities Markets like Risk-Return Relationship
in the Stock Market, REITS, Valuation Models, Stock Market Volatility, Foreign Direct Investment (FDI),
Initial Public Offers (IPOs), Role of SEBI in Capital Markets, Exchange Rates, Interest Rate Futures, etc.

The readers are invited to tender their valuable feedback towards enrichment of Research Bulletin.

Suggestions for improvement of this Bulletin shall be highly cherished.

CMA Avijit Goswami
Chairman, Research, Journal & IT Committee

The Institute of Cost Accountants of India






Editor’s Note

Greetings!!!

The securities market upholds economic growth. More efficient is the securities market, the better is the
promotion effect on economic growth. It is, therefore, indispensable to ensure that our securities market
is proficient, transparent and safe. In this regard, SEBI has been working since its inception and would
continue to work to continuously improve market design to bring in further efficiency and transparency
to market and make available innovative products to meet the varying needs of market participants, while
protecting investors in securities. Thus it is our noble endeavour to bring forth the Research Bulletin,
Volume 42, No. I, April 2016 issue on the theme topic “Contemporary Issues in Securities Markets”, an
offering of the Directorate of Research & Journal of the Institute in association with National Institute of
Securities Markets (NISM), an educational initiative of SEBI to enhance the knowledge base of readers

and help investors in efficient decision-making in their investment mechanism.

We publish both theme based and non theme based articles on the contemporary issues. Inputs are mainly
received both from academicians and the corporate stalwarts. Our attempt is to draw attention towards
environmental, social, economical and market-related issues, so that the researchers and decision-makers

can enrich their knowledge base and can take strategic decisions deliberately.

We are extremely happy to convey that our next issue of Research Bulletin, Vol.42, No. Il would be

published in July, 2016.

We look forward to constructive feedback from our readers on the articles and overall development of
the Research Bulletin. Please send your mails at research.bulletin@icmai.in. We express gratitude to
all the contributors and reviewers of this important issue and wish our readers get plenty of academic

inputs from the articles.

CMA (Dr.) Debaprosanna Nandy

Director (Research & Journal) & Editor, Research Bulletin
The Institute of Cost Accountants of India

rnj.dpnandy@icmai.in
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An Analytical Study on Investor Financial

Behaviour

Abstract

The Indian financial market has achieved tremendous
growth over the last 15 years, with systems that make it
on par with the developed markets. The important feature
of developed markets is the growing number of investors
and investment avenues. This paper examines financial
planning, the impact of various variables on investors
in making their investment decision and try to develop
conceptual framework based on it.

Key Words
Investment, Investor Awareness, Behavioural Finance,

Financial Planning, Demographic Variables, Socioeconomic
Variables, Psychological Factors, Sociological Factors

Introduction

Investors seek capital security and good returns on investment.
Uncertainty is the second name of risk. All unknown outcomes
inherent in the concept of uncertainty. However, anyone
looking for performance must consider risk, for without it,
there can be no reward. Smart investors know that uncertainty

possibility of outstanding performance.

Investing in various kinds of financial assets has become a

Stuti Pandey

widespread practice for many people either for accumulation
: of wealth or for meeting their future financial requirements
: with the income generated thereon. Now-a-days, a wide
: range of financial assets are made available to individuals
¢ forinvestment. In the finance area, investment refers solely to
¢ the acquisition and administration of securities, which saliently
includes stocks, bonds and debentures and warrants that are
¢ usually traded in organized financial markets.

! These developments have somewhat complicated the process
! to take a right investment decision that suits the specific
objectives of an investor. Most of the investors are not
: sharp enough to manage their own investments. Generally,
: investors who are competent to take their investment decisions
. independently, would depend largely on the information
: made available in the prospectus, annual reports, financial
¢ periodicals, publications of the government, stock exchanges
¢ and other institutions. Wealthy investors take the investment
¢ advice from the professional investment advisers. However,
: small investors are not rich enough to consult a professional
: investment adviser, hence their decisions to invest in any
security are largely dependent upon the advice from accessible
dealers in securities, bankers and investor-friends.
Uncertainty drives the market's price-discovery mechanism.

: The research objectives for this paper are:

contain risk, and therein lies the possibility of loss. Risk is

¢ (i) To classify investor's decision making literature based on
¢ scholarly research paper as building blocks of a conceptual
¢ framework;

is where the money is. No uncertainty, no risk; no risk, no

(ii) To propose a conceptual framework;

(iii) To outline further research directions.

....................................................................... #e s eeaeseeetttecteteratarstasesasesttecrttersrarssssesesesttesrereraras
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The rest of paper is organized as follows: the first section :
will discuss definitions of Investment based on scholarly :
works; determinants of investor’s financial behaviour; and the
The stage of life in which an investor finds himself, also

impacts of factors on financial planning. Based on literature

review, the paper will propose a conceptual framework. The
last section concludes the paper, provide further research :
: for disciplined financial planning. These demographic factors
: play an important role while predicting the expected financial
: obligation such as child‘s education, marriage and provision
¢ for retirement. In the context of investment decision as a
People’s financial needs change throughout their lives. While :
there is a typical financial life cycle pattern that applies to :
most people, every family and individual might be faced with :
unexpected events at any time that are difficult to predict if :
and when they might occur, and are not planned for in the :
2. Investment

directions based on a synthesis of our findings.

1. Concept of Financial Planning

financial life cycle.

Figure 1 - An Individual’s Financial Life Cycle and
Corresponding Financial Objectives

Wealth Wealth C

«—& Distribution—»-

Nearing

Single - Married - Have a Family Retirement Retirement

s Fifth Priority: Estate Planning.

[ Fourt pioiy: provide for desired reiremant estye |
: :
{ o v s et st |
:

Second Priarity: Saving for future needs

First Priartty: Protection against risk

Age 20 30 40 50 60 70 80

Source: Life cycle of financial planning by Gail M. Gordon,

University of Wyoming Cooperative Extension Service,
2001

plays an important role in selecting the components of a
particular investment portfolio and demands a strategic focus

part of financial planning, each stage in the human life cycle
has a unique financial objective which needs to be fulfilled,
which in turn, plays an important role in credit, saving and
investment decisions.

© Investment is an opportunity which investor undertakes and
: forgoes the current usage to obtain some amount in future.
© Investors in general have appetite to invest in that instrument
: which may generate maximum return with minimum risk.
¢ Definitions for investment vary from investors to investor
depending upon his age, income, gender, his risk profile, and
¢ his future needs.Investing is a productive activity that provides
¢ benefits to society as a whole.

Table 1: Definitions of Investment

Investment Objective

Reference

Investment is done with aim of Capital appreciation.

Radha V (1995)

Investment is done by considering factor of Safety and Regular Return. Equity
shares were preferred for their higher rate of return by the investors

Panda K., Tapan N.P. and Tripathi
(2007)

Santi Swarup K (2008)

Safety and tax savings as the important factors affecting investment in various
avenues by the investor and developed strategies for enhancing common investor
confidence such as good return, transparency, investor education, guidance etc.

B.B.S.Parihar and K.K. Sharma
(2012)

Murithi Surya et al (2012)

Salaried employees seek return, safety, liquidity, convenience and affordability
and tax benefits as the objective of their investments.

This paper refers to Investment as the concept of deferred consumption, which
involves purchasing an asset, keeping funds in a bank account with the aim of
generating future returns

Volume : 42 -1 April 2016 28
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Investment Objective

Reference

by flexibility, transparency and affordability

The study noticed that return potential and liquidity have been perceived to be
most lucrative benefits of investment in mutual funds and the same are followed

Singh (2012)

perceptions and importantly objectives of investment

Investment avenues depend to a large extent on the investment objectives per-
ceived by investors. Investors differ in their pattern of investment, preferences,

P.V.Durga Rao and
G.V. Chalam (2013)

value of their principle capital

Investment is a commitment of a person’s funds to derive future income in the
form of interest, dividends, rent, premium, pension benefits or appreciation of the

S. Umamaheshwari and M.Ashok
Kumar(2014)

2.1 Investment Avenues
investors. Some of them are marketable and liquid while

while others are almost riskless. People need to choose a
proper avenue among them, depending upon specific need,
risk preference, and return expected. Investment avenues can
broadly be categorised under the following heads: -1) Equity
2) Financial Institution Bonds 3) Corporate Debenture 4)
Company Fixed Deposits5) Bank Fixed Deposits 6) PPF 7) Life
Insurance 8) Post Office-NSC 9) Gold/Silver 10) Real Estate
11) Mutual Fund and Others.

The Securities and Exchange Board of India (SEBI) has allowed
various categories of investors to invest their excess funds in
Indian Stock Markets, such as: Individual or Retail Investors,
Investors (DlIs), Private Corporate, Non-Resident in Indians
Investors, FPIs and DlIs investible surpluses were more than
that of others.

different market segments by introducing customized products
need to understand the perceptions of the investors towards
such products and which are the primary criteria which usually
investor evaluate to invest. Perception varies from person to

same situation as per his experience. It is commonly presumed

in different ways, due to the past experiences and various

demographic variables like gender, age, etc.

A number of investment avenues are available for the

3. Investor Awareness

others are non-marketable; some of them also highly risky :

: Generally, decisions about investment are quite crucial for
¢ investors, as they are influenced by many factors and have
¢ considerations like company goodwill, government policies,
¢ economics of sales and the trend in a particular sector,
economic and social environment, risk and return, level of
¢ earning of the individual, his educational background, marital
¢ status and demographic variables etc.

© There are a number of factors which influence the investment
objective. Following determinants has been arrived after
: going through extensive literature review related to investor
: awareness and investment objective.

Foreign Portfolio Investors (FPIs), Domestic Institutional

: 3.1 The Determinants of Investor Awareness:

(NRIs) etc. Among these the first three categories such Retail :

¢ 3.1.1 Demographic variables :

include age, gender, ethnicity, education, income, marital
i status, employment status.

Asset Management Companies are striving hard to penetrate :

: 3.1.2 Socioeconomic variables:

according to the needs and wants of the customers. Thereisa :
fa person’s work experience and of an individual’s or family’s
economic and social position in relation to others, based
on income, education, and occupation.

person, and each person assigns different meaning to the :

: 3.1.3 psychological factors:

that different people perceive the same situation or thing :
awareness, feeling or motivation

is an economic and sociological combined total measure of

pertaining to the mind or to mental phenomena, unction of

Volume : 42 - |1 April 2016
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3.1.4 Sociological factors:
lifestyles, buying habits, education level, emphasis on

safety,average disposable income level, attitudes toward
saving and investing, attitudes toward customer service and

product quality.

Table 2.Literature Review

3.1.5 Other Factors:
rumours, financial advisers, newspapers and magazines.

3.2 Literature Review

The following literature focuses on finding out various variables
which are responsible for investment. The literature tries to
cover all investments avenues.

on Demographic Variables

Sr.

No. Year

Author and Title (Citation)

Findings and Observations

1 2000

Shiller, R. J. (2000). Measuring bubble
expectations and investor confidence.
The Journal of Psychology and Financial
Markets, 1(1), 49-60

The study analyse investors purchasing behaviour on num-
bers of demographical variable such as gender, age and
risk tolerance level of individuals.

2006

Kannadhasan, M. (2006). Role of be-
havioural finance in investment deci-
sions

This paper studies behavioural pattern of retail investors,
based on their various dependent variables like gender,
age, marital status, educational level, income level, aware-
ness, preference and risk bearing capacity

2008

Mittal, M., & Vyas, R. K. (2008). Person-
ality type and investment Choice: An
empirical study. The ICFAI University
Journal of Behavioral Finance, 5(3), 7-22

This paper classifies Indian investors into different person-
ality types and explores the relationship between various
demographic factors and the investment personality exhib-
ited by the investors.

2009

Mittal, M., & Vyas, R. K. (2009). Do
Women Differ in Their Investment In-
formation Processing Style?. Indian
Journal of Gender Studies, 16(1), 99-108.

This study stated that men and women differ in their risk
and investment styles. Women are more risk averse and
prefer low risk fixed income investments.

Table3. Literature Review on Socioeconomic Variables

Sr.

No. Year

Author and Title (Citation)

Findings and Observations

1 2005

Perry, V. G., & Morris, M. D. (2005). Who
is in control? The role of self perception,
knowledge, and income in explaining
consumer financial behavior.

Journal of Consumer Affairs, 39(2), 299-313.

This study suggests that individuals who were more
knowledgeable about financial matters generally were
more likely to engage in financially responsible behaviour,
such as controlling their spending, budgeting and plan-
ning for the future

2007

Lusardi, A., & Mitchell, 0. S. (2007). Baby
boomer retirement security: The roles of
planning, financial literacy, and hous-
ing wealth. Journal of Monetary Econom-
ics, 54(1), 205-224.

This study showed that financial literacy influences plan-
ning behaviour, which, in turn, increases wealth holdings

Volume : 42
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;(r). Year Author and Title (Citation) Findings and Observations
Guiso, L., & Jappelli, T. (2008). Financial lit- | This study analysed the investment behaviour of one of
3 | 2008 | eracy and portfolio diversification. the largest Italian banks’ customers, and found that fi-
nancial literacy leads to diversification in investment
Lusardi, A., & Tufano, P. (2009). Debt litera- | The research also showed a strong relation between liter-
cy, financial experiences, and over-indebt- | acy and debt related investment avenues.
4| 2009 | edness (No. w14808). National Bureau of
Economic Research
Tripathi, G. (2014). An Empirical Investiga- | This paper analyses derivative investment and found in-
5 014 tion of Investors Perception towards Deriv- | come as an important factor
ative Trading. Global Journal of Finance and
Management, 6(2), 99-104
Table 4.Literature Review on Psychological Factors:
zr(.) Year Author and Title (Citation) Findings and Observations
Shanmugham, R. (2000). Factors influenc- | The study shows the psychological and sociological fac-
ing investment decisions. Indian Capital | tors dominated the economic factors in share invest-
1 2000 | Markets—Trends and Dimensions (ed.), Tata | ment decisions.
McGraw-Hill Publishing Company Limited,
New Delhi.
Mittal, M., & Vyas, R. K. (2008). Personality | This study focus both on psychology and demographic
type and investment Choice: An empirical | factors, and found it affects investment decision and
2 2008 | study. The ICFAI University Journal of Behav- | play critical role in decision making
ioral Finance, 5(3), 7-22
Wang, L., Lu, W, & Malhotra, N. K. (2011). | The research states financial behaviour is significantly
Demographics, attitude, personality and | related with personality traits
3 2011 | credit card features correlate with credit
card debt: A view from China.Journal of
Economic Psychology, 32(1), 179-193.
Bennet, E., Selvam, M., Vivek, N., & Shalin, E. | This study also analyses the influence of market spe-
E. (2012). The Impact of cific factors on investors sentiment. The investor's
Investor’s Sentiment on the Equity Market: | attitude towards investing is influenced by rumours,
4 2012 | Evidence from Indian Stock Market. Afri- | intuition, herd behaviour among investors and media
can Journal of Business Management, 6(32), | coverage of the stock.
9317-9325
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Table 5. Literature Review on Sociological Factors

Sr.
No.

Year

Author and Title (Citation)

Findings and Observations

1996

Jambodekar, M. V. (1996). Marketing Strat-
egies of Mutual Funds- Current practices
and future directions. UTI-IIMB Centre for
Capital Markets Education and Research,
Bangalore.

This paper examined the awareness and influencing
factor in buying decision of MFs among investors and
found that the investors look for safety of Principal,
Liquidity and Capital appreciation in the order of im-
portance

1996

Sikidar, S., & Singh, A. P. (1996). Financial
Services: Investment in Equity and Mutual
Funds-A Behavioural Study. Management
of Financial Services, Deep and Deep Publica-
tions, New Delhi, 136-145

The behavioural aspect of the investors of the North
Eastern region and revealed that the salaried and
self-employed formed the major investors in mutual
fund primarily due to tax concessions

2001

Nyhus, E. K., & Webley, P. (2001). The role of
personality in household saving and bor-
rowing behaviour. European journal of per-
sonality, 15(S1), $85-S103.

This study examined the personality factors like emo-
tional stability, autonomy, and extraversion were im-
portant predictors of financial behaviour.

2008

Santi Swarup, K. (2008). Role of Mutual
Funds in Developing Investor confidence in
Indian Capital Markets

This paper identified safety and tax savings as the im-
portant factors affecting investment.

20Mm

Saini, S., Anjum, B., & Saini, R. (2011). Inves-
tors’ awareness and perception about mu-
tual funds. International Journal Of Multidis-
ciplinary Research, 1(1), 14-29.

This study analysed investors seek for liquidity, sim-
plicity in offer documents, online trading, and regular
updates through SMS as factors for investment

1995

Radha, V. (1995). A study on investment
behaviour of investors in corporate secu-
rities. Unpublished Doctoral Dissertation,
Alagappa University, Karaikudi, Tamil Nadu,
India

The study analysed investors relied more on maga-
zines and journals for their investment information.
The success of the investment decision made by the
investors entirely depended upon the successful per-
formance of industry

2012

Parihar, B. B. S., & Sharma, K. K. (2012). An
Empirical Study of the Investment Pref-
erences of Salaried Employees. TECHNO-
FAME-A Journal of Multidisciplinary Advance
Research, 1(2), 39-48

The study consider factors return, safety, liquidity,
convenience and affordability and tax benefits for in-
vestors financial decision making.
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Table 6. Literature Review on Other Factors

No.

Year

Author and Title (Citation)

Findings and Observations

2000

Barber, B. M., Odean, T,, & Zheng,
L. (2000). The behaviour of mu-
tual fund investors. Unpublished
working paper

This paper highlighted three important points for investor's be-
haviour: 1) Investors buy only those funds that have showed good
past performance. 2) Investors are reluctant to sell losing funds
and are ready to sell winning fund. 3) Investors are less likely to
buy the funds having high transaction fee i.e. brokerage fee, front
end load fee. They argued that when purchasing a fund investor
exhibit representative heuristic i.e. Investors believe that past per-
formance is overly representative of future performance

2000

Shiller, R. J. (2000). Measuring
bubble expectations and in-
vestor confidence.The Journal
of Psychology and Financial Mar-
kets, 1(1), 49-60

This paper says investors are more likely to base their investment
choices on information received from objective or scientific sources

2002

Saraoglu, H., & Detzler, M. L.
(2002). A sensible mutual fund
selection model.Financial Ana-
lysts Journal, 58(3), 60-72.

This study shows that investors believe in hiring broker to make
investment decision.

2003

Ramasamy, B., & Yeung, M. C.
(2003). Evaluating mutual funds
in an emerging market: factors
that matter to financial advi-
sors. International  Journal of
Bank Marketing, 21(3), 122-136.

This study also pointed that investor consider financial advisor as
an important motivator in the selection of Mutual Funds

2007

Panda, K., & Tapan, N. P. (2007).
Tripathi. Recent Trends in Mar-
keting of Public Issues: An
Empirical Study of Investors
Perception. Journal of Applied
Finance, 7(1), 1-6.

The study revealed that majority of the investors relied on newspa-
pers as the source of information. Financial journals and business
magazines were ranked next to newspapers. “Safety and Regular
Return:: stood first and second with regard to the factors associat-
ed with investment activities.

20Mm

Saini, S., Anjum, B., & Saini, R.
(2011). Investors’ awareness
and perception about mutual
funds. International Journal of
Multidisciplinary ~ Research, 1(1),
14-29.

The study found that investors are highly influenced by the finan-
cial advisors and select funds recommended by them without any
analysis.

20Mm

Wang, L., Lu, W., & Malhotra, N. K.
(2011). Demographics, attitude,
personality and credit card fea-
tures correlate with credit card
debt: A view from China.Journal
of Economic Psychology, 32(1),
179-193

The study said financial behaviour is significantly related with per-
sonality traits.
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4. Conceptual Framework

decision are identified.
A summary of the research gaps is as follows:
- In the previous research, all variables were not classified.

behavioural finance.

explored;

- The environmental uncertainty and product complexity were :
¢ Building blocks of an Investment framework are classified

not addressed in previous literature;

In an attempt to address the above mentioned issues, we have :
framed a conceptual framework based on our building blocks. :
¢ framework.

- Input (Need for financial Planning)
- Process (Investment)

- Output (Investment Decision)

- External factors (Variables)

Figure 3: Conceptual Investment Framework

Need for Investor
financial |—y Investment| financial
Planning Awarness

[Demogrophic] [Sociological] [Socioeconomic]
Psychological Other factors

Investment
Decission

5. Conclusions and Further Research Directions

Inthe present paper, an attempt is made to synthesize current literature
from those research communities addressing Investor awareness :
: 9317-9325

issues. The present paper is guided by three research objectives.

. Inresponse to first research objective, a systematic literature
Based on literature review a conceptual frame has been drawn : "eVieWis undertaken of current literature covering Investment,

on financial planning and all variables related to investment : Financial planning, Investor awareness and its various

¢ variables responsible for it.

©An attempt is made to define Investment & investor awareness
- Previous contributions to the investment hardly considered : from various schol;rs points of view, further presented in
: Table no. 1to 6. The investor awareness literature was further
- The knowledge dimension in previous literature were not classified as per building blocks of the conceptual framework,
: as shown in Figure 3.

into four major components such that each set of variables
represents input, process, output and external factor of the

After analysis of literature, the synthesis of literature results
¢ into a conceptual framework. The conceptual paper is the
: core of the present paper. The aim of proposing a conceptual
© framework was to address some of the key variables which
were identified through review of current literature.

: The framework further considered variables uncertainty on
: investment decision making and product complexity which
: were not addressed in past in Investment decision literature.

¢ There is scope for researchers to further explore the impact
¢ of various variables on the behavioural finance and effect on
¢ Investment decision performance.

: The behavioural dimensions of financial planning need
© further attention. There s a need for a comparison of various
© investment avenues. The study of the impacts of variables on
various investment avenues also needs further investigation.
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Analysis of Events Pertaining to Algorithmic
and High Frequency Trading in India

Abstract

A tracing of events from October 2013 up to January 2016
makes interesting reading. While several research papers
focus on various aspects of AT/HFT from the perspective
of trading opportunities, exchange perspective or the
regulatory perspective, this paper attempts a holistic
approach, incorporating the events involving various
stakeholders including the stock exchanges, regulators,
traders, investors and technology providers, under one
umbrella, indicating broad trends of events.

The trend in volumes is a rising one, with AT/HFT, settling
at around 40% in June 2015, as reported by RBI in its
Financial Stability Report.As regards breach of market
integrity, there has been 1 instance of annulment and 4
incidents of trading errors, in after the initial introduction of
AT/HFT in the Indian markets in 2008. The establishment of
clear-cut rules for annulment is a good sign for empowering
the exchanges to take timely action for improvement
of market integrity. As regards fairness, SEBI is closely
monitoring the handing out of colocation facilities. Rapid
technological advancement makes regulation complex
when facing trading-rule related dilemmas.

A community of practitioners and opinion-leaders specific
to AT/HFT in India has emerged, whose representations
need to be sought for greater transparency in future policy
formulation.

Key Words

Algorithmic Trading, High Frequency Trading, India

Sonal Joglekar

Motivation and Objectives

¢ The 140-year old Bombay Stock Exchange (BSE), established in
1875, is one of the oldest in Asia. It was conceived out of the
¢ innate trading skills of the business community in commodities
¢ trading. The National Stock Exchange of India (NSE) was
: established in 1990s to be the most technologically advanced
exchange in the country and the region. Combined together,
© the Indian markets have a great legacy to carry forward in
:terms of market savvy as well as technological savvy.

i SEBI's first move in the field of AT/HFT came about in
: 2008. The first mention about Algorithmic Trading and High
: Frequency Trading (AT/HFT) in public was made in India in
: June 2009. Thereafter, there had been a lull in the public
¢ discourse until Oct 2013. Since then, there have been several
: events influencing AT/HFT in India. A tracing of events from
: October2013 up to January 2016 makesinteresting reading.
: While several research papers focus on various aspects
:of AT/HFT from the perspective of trading opportunities,
exchange perspective or the regulatory perspective, this
: paper attempts a holistic approach, incorporating the events
:involving various stakeholders including the stock exchanges,
: regulators, traders, investors and technology providers, under
: one umbrella, indicating broad trends of events. The ultimate
: objective of such an update is to provide directions for further
¢ research relevant to the Indian exchanges.

Review of Literature

© Over the last three decades, the financial market processes has
undergone vast changes due to technological advancement.
© One of the developments relates to the use of algorithms
© to place and execute trades on the exchanges. Initially, this
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was thought to be beneficial to the investors for best price :
availability and speed of execution, but over a period of time, :

AT has been steadily drawing the eye of the regulators for
harming investor interests.

In (Aggarwal& Thomas, 2014), the authors study the AT flagged

sell imbalance. A study by (Aggarwal et al,2014) points out

impact of Order to Trade Ratio fee on HFTs. In (Agarwalla et

manipulation rather than to try and prevent it.

ESEARCH BULLETIN

The literature reviewed above is exclusively on the Indian
markets. It pertains to the effects of AT/HFT with regard to

¢ regulation and market efficiencies. There is currently a lack
: of literature on the effect of AT/HFT on market participants
¢ namely, retail traders and institutional investors. The interplay
. of AT/HFT with retail traders and institutional investors needs
data from 2009 to 2013 on the NSE and infer that AT improves
market quality, transaction costs, reduce volatility and buy-

to be studied for evaluating the market fairness for all of
the market participants. The attempt of this paper is to look

: beyond the specific events and regulations and to serve as
the effect of imposing restrictive regulations on HFT. They :
infer that the HFTs alter their trading strategies to reduce the :
¢ A summary of the literature reviewed has been tabulated
al, 2014), the authors suggest it is easier to detect and punish :

an update on the current state of AT/HFT in India.

below:

Table 1: Literature Review

Ia:)“ Year Author and Title (Citation) Findings and Observations

1 2014 | Aggarwal, N., & Thomas, S. The findings are:
(2014). The causal impact of
algorithmic trading on market | 1. AT improves market quality.
quality (No. 2014-023). Indira 2. There are improvements in transaction costs,
Gandhi Institute of Development | 3. Volatility and buy-sell imbalance.
Research, Mumbai, India. 4. There are improvements in some but not all depth measures and

these are sensitive to the match design.

2 2014 | Aggarwal, N., Chakravarty, S., The authors review the effect of Order to Trade Ratio fee on HFTs.
Panchapagesan, V., & Thomas, | The HFTs were able to adjust their trading strategies to limit the
S. (2014) Do regulatory hurdles | effectiveness of the regulation.
on algorithmic trading work?
Working Draft presented at NSE-
NYU Indian Financial Markets
Conference held on the 4™ and
5t August 2014

3 2014 | Agarwalla, S., Jacob, J., & Varma, | Futures markets are known to be vulnerable to manipulation and
J.(2014) High Frequency Ma- despite the presence of a variety of mechanisms to prevent such
nipulation at Futures Expiry: | manipulations, in 2013, SEBI identified a case of alleged manip-
The Case of Cash Settled Indi- | ulation of the settlement price of cash settled single stock index
an Single Stock Futures. Paper | futures based on HFT circuit. The authors suggest it is easier to
presented at SEBI International | detect and punish manipulation rather than to try and prevent it.
Research Conference on 27" and
28" Jan 2014.
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The major contribution from these papers is, AT/HFT do bring :

in market efficiency, and it is possible to curb their ill-effects

The highest coverage was on Exchanges (70.97% of events),
¢ details tabulated as under:

through suitable measures by the stock exchanges and the :

regulator.

The above-mentioned papers represent the developments
in the Indian markets until 2014.Subsequent developments :
and their impact on aspects such as efficiency and fairness
need to be carried out, to bring the subject matter up to date.

Research Questions

Based on the foregoing, the research questions that arise, :

w.r.t. AT/HFT in India, are:
@ Who are the key stakeholders in the process?
@ What are the major issues involved?

In order to address these questions, the researchers looked
back into the history of AT/HFT in India since 2008, with the :

objective of presenting data and analysis thereon.

Data

Between June 29, 2009 and January 28, 2016, there were 62

Table 2: Summary Statistics of News Analysis

Number and % of 62

Stakeholder Events

Exchanges (BSE, NSE, MCX,

NCDEX) 45(72.58%)

Regulators (SEBI, RBI) 29 (46.77%)

Traders (Brokers) 20 (32.26%)

Investors (Institutional, HNIs) 1 (17.74%)

Media 10 (16.13%)

AT/HFT Technology Providers 7 (11.29%)

Conclusions are drawn from the data structured in the manner
: described above. The 62 events listed are referred to in order
tto bring in the context. While parsing the data, care has been
© taken to present the analysis in a chronological order as far
: as possible, to facilitate a better tracking and understanding
of various events, which are also very technical in nature.

episodes of information on the subject of AT/HFT reported in :

the Indian news. To perform News Analytics, data is available :
for parsing from 9 different publications: Business Line (BL), :

This methodology is replicable for any data set from any other
market or jurisdiction.

Business Standard (BS), DNA, Economic Times (ET), Financial :

Express (FE), (The) Hindu, Indian Express (IE), Mint, and the

Analysis and Findings

Sunday Guardian (SG).Each of these news events described :

one or more of 6 types of stakeholders: Stock/Commodity :
Exchanges, SEBI/RBI, Traders, Investors, Technology Providers :
and the Media (owing to a defamation suit). It is quite possible
that a same event could involve more than one of the aforesaid

stakeholders.

Methodology

Stock Exchanges

Stock Exchanges enjoy the status of frontline regulators.
Under the Securities Contract (Regulation) Act, 1956, they
formulate bye-laws and have oversight over the conduct of
* members (i.e. stock-brokers) whom they regulate. In turn,
: Stock Exchanges come under the purview of SEBI. In case of
: rulings by Stock Exchanges, members have legal recourse to
¢ the Securities Appellate Tribunal (SAT).

The data is parsed into 62 rows (one for each event) and 6 :

Columns (one for each stakeholder) to obtain a 62*6matrix, :
i.e. 372 cells. This matrix is digitized into 1 and 0, with 1 :
representing the presence of that particular stakeholder in :
a particular event. There are 122 cells marked as 7. Totals :
are then taken vertically to identify the stakeholder most :

influenced by the turn of events.

Volume : 42 -1 April 2016

Activity Levels in AT/HFT

Various estimates place the level of AT/HFT between 30%
and 40%, though in some months, a level of 59% has been
reached. As on June 2015, the Financial Stability Report of
RBI placed the estimate at 40%.
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Table 3: AT Statistics on BSE

Month % of all trades
Dec 2013 18.23
Jan 2014 19.89
Feb 2014 17.73
Mar 2014 19.22
Apr 2014 25.18
May 2014 27.91
Jun 2014 28.73
Jul 2014 28.77
Aug2014 28.30
Sep 2014 30.09
Oct 2014 29.92
Nov 2014 28.58
Dec 2014 30.82

(Source: BSE)

........................................................................
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: from AT and 24% from Co-location servers, making it 42%
¢ of turnover from sophisticated players. ANMI opines that
i AT/HFT players enjoy an unfair advantage and have made a
¢ representation to SEBI for a level playing field, through speed
: bumps. On the contrary, institutional brokers feared that
: any such move to introduce speed bumps may drive Fll/FPI
business away to Singapore or other markets.

© AT provides almost 90% of all messages in the Nifty. In certain
: stocks, this constitutes 99%, as per Banerjee & Nawn (2015).

: The Stock Exchanges, BSE and NSE are a part of 45 of the 62
: news events. These developments are described under sub-
themes such as (a) Market Integrity (b) Uptick in Volumes
¢ and (c) Fairness.

Market Integrity:In October 2013, the major concern was the
: rising instances of fat-finger trades. A fat-finger trade is one
© where the employee of the trading firm makes an error while
punching in an order, either in the quantity or price, resulting
© ina potentially huge distortion of the market. Strictly speaking,
: such aspects do not come directly under the purview of AT/
HFT. However, under such circumstances, the positions of
: traders, especially AT/HFT traders,become vulnerable as their
Subsequent estimates are from various sources. A Business :
Standard report on January 28, 2015 estimates AT on the :
NSE to be 38.50% on NSE, with an additional 22.60% from
Co-location, taking the total to 61.10%. An Economic Times :
report of May 23, 2015 estimates AT/HFT levels to rise from :
the present 40% to 60% by year 2020. As per a Business :
Standard report dated June 29, 2015, the May 2015 statistics
reveal AT to be 15.05% in BSE and 19.83% in NSE, with an
additional 24.26% from Co-locations, making the total of AT/
HFT 59.14% of turnover. This is almost 60%, close the level :
of European Exchanges (US market levels are 70% to 80%). :
The Financial Stability Report of RBI of June 2015 placed the :
level of AT/HFT volumes at 40% to total volumes in the cash :
segment (on the BSE plus NSE) in June 2015, as compared :
to 28% in 2011 (BSE 11%, NSE 15%). This an almost two-fold
increase. A report dated July 13, 2015 places the level of AT/ :
HFT at around 33%, as per Business Line. As per a report of
September 6, 2015, the share of AT/HFT on the NSE was 30%. :

© the IDFC counter. Thus, it is seen that the evolutionary path
As indicated by the Association of National Exchange Members
of India (ANMI), a body of stock-brokers, on September 23,
2015, the 18% of the turnover from stock exchanges came :

systems work on microscopic price differences. Standard rules
for annulment of trade were yet to be framed by SEBI, until
2015. NSE had also equipped itself to halt trade within 20
microseconds, in the event of a severe market distortion. In an
earlier instance on October 5, 2012, NSE took 6 seconds to halt
trading, but this delay caused further panic selling. In October
2014, NSE was censured by SEBI on its failure to prevent
the flash-crash in the Nifty Index Futures which occurred in
2012. In January 2015, there was a sudden 400-point fall in
the index futures price. Yet again, when a listed entity, Adani
Enterprises, underwent a demerger, there was a distortion
in the post-demerger price in June 2015, and the prevailing
confusion was exacerbated by AT/HFT trading. In July 2015,
SEBI announced the rules for annulment of erroneous trades.
In September 2015, NSE introduced mechanisms to prevent
self-trade in F&O, and again in respect of member’s clients in
October 2015; BSE did likewise in January 2016. On October
1, there was an order-matching glitch on the NSE in respect of

has not been glitch-free. This could be one of the learnings
for other exchanges or markets in India or elsewhere.
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Uptick in Volumes : AT/HFT gained greater acceptance and :
there was a huge pick-up in its activity, especially from June :
2014. In August 2014, NSE invited research-based suggestions :
on the use of high-tech tools. In December 2014, NSE declared :
its intent to make further investment in high-tech tools. January :
2015 saw a further rise in AT/HFT volumes, accompanied by
rising number of requests for co-location. In addition, retails
investors were also encouraged by exchanges to use Apps to :
drive their trading processes, helping in raising volumes. The :
continuing positive trend in AT/HFT was maintained in July :
2015, as more participants began to adapt to new technology. :
Both BSE and NSE continued to pursue high-end technological :
: commodity exchanges were regulated by the Forward Markets
: Commission (FMC), which ultimately got merged with SEBI
Fairness: In April 2014, attention shifted towards the unfair :
advantage that HFT traders enjoy. This advantage was :
accentuated in penny stocks. Such an advantage could
possibly have the effect of crowding other traders and
investors out of the market, in the opinion of SEBI and also
some market participants. This brought to the fore the debate :
of efficiency versus fairness, brought about by AT/HFT. SEBI :
had specifically asked exchanges to be fair when offering :

solutions in furtherance of AT/HFT.

co-location facilities to market participants.

In August-September 2015, NSE was involved in a confrontation
with the print media, having filed two defamation suits. The
media published reports after having received a copy of a
whistle-blower’s complaint to SEBI, that the exchange had
provided unfair advantage to certain HFT players. The High
Court ruled in favour of the media.

Commodity Exchanges:

The Exchanges involved are the MCX and NCDEX. These

on September 28, 2015.

Since 2013, FMC had initiated safeguards while permitting
AT/HFT. Due to daily price limits and limitations on the Order
to Trade Ratio (OTR), the scope for wild swings was limited.
Also, AT/HFT was not permitted on mini-contracts. AT/HFT
constituted almost 15% to 20% of volumes on the MCX and
also the NCDEX. Refer Table 4 below.

Table 4: AT/HFT Statistics on Commodity Exchanges

NCDEX NCDEX MCX MCX
Month Turnover, Rs. Crore | % to Turnover Turnover, Rs. Crore % to Turnover
Dec 2014 5,301 5.72 21,228.54 24.58
Jan 2015 Cotton 10.20 Crude, Copper, Natural Gas, Silver 3.00
Cotton .
Jul 2015 (May 2015) 37.00 Crude, Copper, Natural Gas, Silver 30.00
Jan 2015 Mustard 4.82 Aluminium, Gold Lead, Mentha Oil, 10.00
Nickel, Zinc
Jul 2015 Mustard 1021 Aluminium, Gold, Lead, Mentha Oil, 15.00 to 20.00
(May 2015) : Nickel, Zinc : '
Jul 2015 3,960 9.44 24,015.41 31.25

(Source: NCDEX and MCX and as compiled by Business Standard Research Bureau)

The table shows that AT/HFT in the two commodity exchanges
has risen from 30% to 40% in the 6 months from December :
2014 to July 2015. Notably, in the Gold and Silver contracts
covered in this study are SEBI, RBI and FMC.

on the NCDEX, these volumes range from 80% to 90%.

Representation from all stock and commodity exchanges need :
. of the Direct Market Access (DMA) for institutional clients

to be taken into consideration in future policy formulation.
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Regulators

There are 29 observations in this category. The three regulators

SEBI had permitted AT/HFT in 2008, with the introduction



of brokers. Lehman in India was the first adapter. However, :
subsequent development took a backseat owing to the global :

financial crisis and the resultant turmoil in the Indian markets.

root in 2013.
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resulting in multiple trades for an aggregate value of over
Rs.650 crore triggered the circuit breaker. At that time, SEBI

* issued a discussion paper on annulment.

This move regained impetus in 2009, till AT/HFT firmly took :

A brief history of annulment and erroneous trades in the
On October 5, 2012, erroneous orders of a stock-broker

Indian markets is tabulated below:

Table 5: Instances of Trade Annulment and Erroneous Trades

Year Event
Instances of Trade Annulment
Aug 19, 2002 |I\Elifi(E);mnuls trades of 14 entities in the stock of Cyberspace on the grounds of fraud and manipu-
All trades of equity derivatives segment on the BSE were annulled due to the malfunctioning of a
Oct 26, 20N . .
trading algorithm of a stockbroker
Instances of Trading Errors
A trading algorithm malfunctioned, resulting in a large movement in the Sensex futures, within a
Oct 26, 20N .
span of less than 3 minutes, on the BSE
Apr 20, 2012 An error by a trading algorithm resulted in fall in prices of Infosys futures by 19% on the NSE
Oct 5. 2012 Erroneous orders of Emkay Global resulted in multiple trades for an aggregate value of Rs.650 crore,
’ the Nifty circuit breakers got triggered and trading in the NSE’s cash market segment was halted
Malfunction of a trading software of a stockbroker resulted in erroneous orders in scrips of Tata
Feb 1,2013
Motors and UltraTech Cement

(Source: Business Line, July 17, 2015)

In 2013, SEBI's focus was the prevention of erroneous trades :
and damage control. In July 2015, SEBI took the final step in :
the matter of annulment of erroneous trades by prescribing :

the rules, such as the request within 30 minutes, the fee

or reset in prices.

AT/HFT, and the focus of attention was fairness. In January

2015, it was felt that SEBI had been very closely monitoring

aspects such as setting of upper and lower price limits to the
exchanges. The rapidly changing landscape of AT/HFT made
regulation very complex, especially in matters related to speed

: bumps (500 millisecond resting period of orders, batching
ranging from Rs. 1 lakh to Rs. 10 lakhs, review of transaction :

or randomization) and a two-queue system. Subsequently,

:in June 2015, SEBI seriously considered introducing speed
: bumps to bring in fairness.

In 2014, ‘Flash Boys,, the book by Michael Lewis highlighted :
the dangers of crowding out by the more powerful players in :

In the meantime, RBI expressed a concern that a rise in AT/

¢ HFT could be destabilizing for markets, and could pose a
2014, SEBI published a background research paper, and :
in January 2015, a discussion paper on AT/HFT. By April :
: risen from 11% to 40% between 2011 and 2075.
the aspect of fairness in co-location, but left operational :

systemic risk. This was stated in its Financial Stability Report
released in end-June 2015, while observing that AT/HFT had
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FMC had issued broad guidelines for AT/HFT in 2013, which
were strengthened thereafter. This was the framework under :

which MCX and NCDEX operated.

batching-and-randomizing of orders, etc.

carefully framed, in view of the useful role of HFT.

policy formulation.
Traders

There are 20 observations in this category.

Group, among others.

trades is a possibility.

May 2015.

........................................................................
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Specific reports of a rise in AT/HFT volumes were made on
two occasions: June 11, 2014, and June 30, 2015.

: Opinions about the benefits or evils of AT/HFT from the
One criticism about SEBI's rule making process was that all :
market participants are not involved in the discussions. There :
had been fear about drastic changes in AT/HFT in the form :
of minimum contract size, minimum resting time of orders, :
: who opine these to be unfair advantages, especially ANMI, an
: association of stock brokers. The latter favour speed bumpsin
In keeping with the trend of literature until 2014, researchers
Banerjee & Nawn (2015), opined that AT/HFT is a necessary
evil, but, owing to their contribution to the market, especially
Proprietary AT players provide liquidity and stability, hence :
play an important role in markets. Hence, rules need to be :

trading community are divided. There are some that find
the investment in sophisticated DMA systems (also called
Advanced Execution Services = AES) and low-latency Co-
location systems to be worthwhile, whereas there are others

some form, to introduce fairness. AT/HFT has also put jobbers
out of jobs, through process automation.

Representation from parties, both for and against AT/HFT
needs to be examined, in future policy formulation exercises.

. Investors
Representation from all regulators needs to be taken in future :
¢ There are 11 observations in this category.

© There are some proprietary traders who can be counted among
© the category of investors.Crosseas Capital is one of the largest
: domestic arbitrageurs using AT/HFT, who are conceptually
: not against the two-queue system, in the interest of fairness.
In June 2009, the first set of brokerage firms and proprietary :
traders made their foray, by resorting to the newly permitted :
DMA facility permitted by SEBI. Early adopters were: Citigroup :
Global Markets, Credit Suisse, Geojit BNP Paribas and Noble
: JP Morgan, Morgan Stanley, Credit Suisse and Deutsche Bank
: are the biginstitutional players. Besides, there are HNIs who
Thereafter, until 2013, the major concern for traders was to
get over the problem of fat finger errors and erroneous trades. :
The Emkay Global fat-finger error case is also SAT-settled, with
the counter-parties, Inventure and Prakash Shah agreeing
for a 50% haircut and settling for the balance 50% of the :
transaction through the pay-in/pay-out mechanism of NSE. :
As of now, with the rules formalized by SEBI, annulment of

However, according to another firm, Global Markets Exchange
Group, co-location is for time priority. If time-priority is ruled
out, the demand for co-location will come down.

make use of AT/HFT.

After the 2013 foray, by the end of April 2014, AT/HFT volumes
accounted for one-third of the total trade volumes. A further
pick-up in volumes was witnessed in June 2014 and, in January
2015, Foreign Institutional Investors (Flls) also contributed
significantly to the rising volumes.

i One peculiar problem that beset the Flls was the tax
From a risk perspective, erroneous trades, trading halts and :
bouts of extreme volatility in the markets make the potential :
for losses deeper, with the presence of AT/HFT. According :
to NTD Trading, AT/HFT could exacerbate market falls when :
the Nifty falls below key pivot points, as it happened in early
: BSE has introduced Self-Trade Prevention Checks (STPC)
for institutional investors, such as mutual funds, foreign

uncertainty. An exchange co-located DMA facility could be held
by the income tax authorities as a Permanent Establishment
(PE) in India and hence, subjected to the Corporate Taxes at
40% and the Minimum Alternate Tax (MAT).



institutions, insurance companies and hedge funds. For this :
purpose, the Income Tax Permanent Account Number (PAN)
: There are 7 observations under this category.

and the Unique Client Code (UCC) will be linked.

As regards individual investors, a representation was made by :

a Delhi-based investors’ association in October 2015, against

Finance, citing the following apprehensions:

@ Lack of transparency in formulation of algo trading
framework in 2012

@ Inadequate guidelines on physical infrastructure and
colocation

@ Inadequate safeguards to ensure a level playing field

of USA.

Media

for engaging in AT/HFT. This was based on a letter to SEBI

Court, which ruled in favour of Moneylife.
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Technology Providers

Technology support in the form of hardware and software

: are extremely crucial to the functioning of stock exchanges,
AT/HFT, in the interest of fairness. Midas Touchinvestor :
Association had written a letter to Member of Parliament,
Veerappa Moily, who is the Chairman of the House Panel on
Omnesys Technologies has a presence in India since 2009.
: Sophisticated liquidity seeking algorithms deliver better
:execution serves to institutional investors. However, though
:technologically India may be at par with some of the developed
¢ countries’ markets, in India, there are not many listed securities
¢ with sufficient liquidity.

traders and investors, as it was eloquently described by
Michael Lewis in Flash Boys.

i Quant Express Technology is another player in the market.
¢ uTrade Solutions also specializes in algorithms, popular
i among members of the MCX and NCDEX.
@ Delegation of powers to bourses against the spirit of law :

© Kotak Securities deploys an algo that executes orders closest
@ Processes not as robust as those followed by the SEC

to Volume Weighted Average Price (VWAP) or Time Weighted

Average Price (TWAP). Institutional investors can invest in
: similar technologies, according to KSL. Smart Order Routers
This representation is by one of the 40-odd investor- :
associations in the country. The possibility of including such :
representation in future policy formulation exercises needs :
to be examined seriously. This would be in addition to other :
investors such as Domestic and Foreign Institutions and HNIs. :
¢ lakhs per annum. In case hiring of a co-location rack on a
¢ stock exchange is not feasible, one can also automate between
: Excel sheets and application programmes, and have these
There are 10 observations in this category, all clustered
between August-September 2015. The main reason for the
Media to be included as a part of these statistics is that they
were made a party to a defamation suit by NSE. India Samvad :
and Moneyllife, the two publications, had published reports :
stating stock exchanges favoured a particular group persons :

(SORs) route orders to the exchange that offers the most
beneficial price.

Co-location cuts down the execution time to micro-seconds.
However, the operating costs could be Rs.30 lakhs to Rs.40

applications rest on the stock-brokers’ computer server. Flex
Trader and Omnesys Technologies/Thomson Reuters are
some of the technology providers in vogue.

NSE itself is a heavy investor in technology. Of late, GATElab,
a financial software company, has assisted NSE to set up a

¢ low-latency co-location facility. F&O orders can go through
by a whistle-blower, based on which it published the report. :
Moneylife was able to substantiate the fact that it had sent :
emails to NSE seeking a clarification, and, in the absence of :
any response, went ahead with the reportage. NSE filed the :
defamation suit against Moneylife, heard by the Bombay High :

in 30 microseconds under this system. NSE forex derivatives
segment will also go through this system.

BSE has launched an algorithm trading test environment in
partnership with Symphony Fintech Solutions. Algorithms in

: equity, equity derivatives and currency derivative segments
¢ can be tested by members free of cost.
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Technology has its own hazards, as BSE realized in 2010, :
when the algo of a Delhi-based broker went into a buy-sell :
loop and overshot the BSE derivatives turnover by many times :
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its daily average.
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Asset Valuation: A Synthesis of Existing
Literature and New Insights

Abstract

Studies on asset valuation or pricing have long been a
mainstay in research on finance. They constitute one
of the unique cores of the growing literature in this
relatively young discipline. In finance, valuation is the
process of estimating the worth of an asset. Assets
include investments in marketable securities such
as stocks, options, business enterprises, including
intangible assets such as brands, patents and trademarks.
Valuations are important not only from the point of view
of investment analysis, but also includes decisions on
merger and acquisition, capital budgeting, financial
reporting, determination of tax liability, in litigation, and
due diligence among others. Researchers have worked on
various genres of valuation models; however, despite over
five decades of extensive research in this area, research
findings remain inconclusive. This paper argues that one
of the plausible reasons behind these ambiguous findings
is market efficiency, which has not been explored or
addressed adequately. Most importantly existing research
has decoupled the two areas as independent and mutually
exclusive. The paper opines that integrating the above
areas can help explain the inconsistencies in existing
findings and simultaneously throw open new insights in
this field of study.

Key Words

Asset Valuation, Valuation Models, Market Efficiency,
Stock Market

Subir Sen

Sourav Mazumder

. Introduction

: A valuation model is a mechanism that uses a series of his-
: torical values or forecasts to determine the intrinsic value of
¢ afinancial asset (most often a stock). The intrinsic value is
¢ basically an estimate of the value of the stock, what it should
: be, based on its fundamentals. The market value though may
be different in the short term; it is an indication in which
¢ direction the market value is likely to move in the medium to
: long term. It is important, because they are a fundamental
© source of excess returns for investors and fund managers
: worldwide. Valuation of stocks is done using various types of
: models. The first generation models include ‘@bsolute value’
. models which attempts to determine the present value of a
: stock’s using expected future benefits. According to these
¢ models the value of a stock is equal to the present value
¢ of future benefits that a stock holder expects to receive in
¢ the future. These kinds of models take two general forms:
¢ single-period models (Gordon, 1962) or multi-period models
such as discounted cash flow models (Miller and Modigliani,
: 1961). These models rely on financial forecasts rather than
historical observations.

However, there is a contentious debate about the financial
: benefits that should be discounted. Some authors argue
earnings, some dividends, and others cash flow from opera-
: tions. It turns out that, properly defined, these approaches
¢ though independent are largely equivalent. One of the major
: limitations of multi-period models is that future benefits (at
¢ least in theory) have to be forecast into the indefinite future
(Baker and Haslem, 1974). As models become more complex,
¢ a point of diminishing returns is reached. To overcome the
: over dependence on forecasts in its purest form, researchers
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follow the constant growth model, where/ it is assumed that :
the firm will maintain a stable dividend keeping its retention :
rate constant (Bierman, Downes and Hass, 1972). The more
advanced ‘relative value’models determine the intrinsic value :
of a stock based on the observation of market prices of similar :
class of assets (Whitbeck and Kisor, 1963). They use certain :
determinants of stock prices and compare them with a market
or industry index using multi-variate techniques to arrive
at generic models. In recent times complex option pricing
models are used for derivatives in complex real time situa- :
tions where the valuation is derived from an underlying asset. :
The most common ‘option pricing’ models are the Black and :
Scholes (Black and Scholes, 1974) and Lattice models. Despite
the evolution and improvements in various genres of valuation :
models, their forecasting abilities are often debatable. The :
literature on asset valuation offers some interesting insights. :
¢ the establishment of the P/E multiple covers a wide range.
i Most researchers use historical P/E multiple of stocks or
¢ the historical P/E multiple of a stock or panel data across
‘a particular industry or a market proxy (usually an index).
Absolute valuation models attempt to find the intrinsic value
of a stock based only on fundamentals. Valuation models that
fall into this category include the dividend discount mod- :
el, discounted cash flow model, residual income models and
other asset-based models (Gordon, 1962; Walter, 1963, etc).
The dividend discount model is one of the basic absolute :

I: Literature Review

A: Absolute Valuation

valuation models. The dividend model calculates the intrinsic

pattern is irregular?

firm’s discounted future cash flows to value the stock. The

value of the infinite streams of dividends the stockholders
expects to receive. At this point one might question, why
earnings an important parameter not factored in these models.
Technically, earnings can be used for one of the two purposes:
they can be paid out to stockholders as dividends, or they can
be ploughed back for future reinvestments. If they are rein-
vested, they are likely to increase future earnings and hence
future dividends. Therefore, discounting future earnings leads
to duplication and therefore should be avoided.

B: Relative Valuation

While absolute value models are widely accepted in the
academic fraternity because of its rigor; they are seldom
used by practitioners (Bing, 1971). Researchers value stocks
by applying a close surrogate of earnings multiple (usually
price to earnings or simply P/E multiple). The approaches to

Another distinctive approach is to list and discuss a set of
factors that are perceived to affect P/E multiples, but leaving
the weighing and often explicit definition of these factors to
the researchers individual perspective (Grahan, Dodd, and
Cottle, 1962). Cross sectional regression analysis is used to
define the weights on a set of hypothesized determinants

¢ of a stock’s price over a period of time. At the more generic
value of a stock based on the dividends a company pays to its :
stockholders. The justification for using dividends to value a :
stock is that dividends represent the actual cash flows going :
to a stockholder, thus valuing the present value of these cash :
flows should give you a value for how much the stock should
be worth. Second, it is not enough for the company to just pay
dividend; the dividend should also be stable and predictable.
What if the company does not pay a dividend or its dividend :
i payout) - 0.20 (variation in growth rate). This equation rep-
: resents an estimate at a point in time of the simultaneous
Further refinements led to absolute valuation model using a :
¢ variable. The beta coefficients represent the weight that mar-
advantage of this approach is that it can be used for a wide :
variety of firms that does not pay dividends, and even for :
companies that do pay dividends. Absolute valuation mod- :
els also differ in terms of their time frame under study. Ina :
single period valuation, one needs to forecast the expected :
dividend and the value of the stock at the end of the year. In
a multi-period model the intrinsic value depends on present

level multi-variate regression analysis is applied on a set of
stocks of relating the P/E multiple to more than one variable.

One of the earliest empirical studies to use this approach
was (Whitbeck Kisor, 1963). According to this model the P/E
multiple of a stock was related to its earnings, payout policy,
and risk. Accordingly, the relationship was defined as: P/E
multiple = 8.2 + 1.5 (earnings growth rate) + 6.7 (dividend

impact of the three independent variables on the dependent

ket places on each variable at that point in time. The signs
represent the direction of the impact of weight variable on
the P/E multiple. It is important to note that that the weights
and signs are dynamic and are likely to vary across time as
well as across contexts. The overall explanatory power of
the model was quite high, given that fact that the signs are
consistent with existing theory and common financial acu-
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men. An equation, such as this, can be used to arrive at the :
theoretical P/E multiple for any stock by substituting the :
values of the independent variable forecasts. Such findings :
can be used for investments decisions to go long or short on :
a particular stock. There are indications that interests in such :
models have increased off-late. Every conceivable variable and :
combination has been tried (Bower and Bower, 1969; Gruber,
1971; Malkiel and Cragg, 1970) for predicting stock outcomes

with varying degrees of success.

C: Option Valuation

The Black and Scholes (1973) or its extended Black, Scholes
and Merton model is a pioneering model for valuation of :
options. From the model, one can derive the intrinsic value :
of the price of a European-style option. The authors derived :
a stochastic partial differential equation, which estimates the :
price of an option over a period of time. The key idea behind :
the model is to hedge the option by buying and selling the
underlying asset in just the right way and, as a consequence, :
to eliminate risk. This type of hedge is called ‘delta hedging’and :
is the basis of more complicated hedging strategies such as :
those engaged in by investment banks and hedge funds. The :
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model popularized options trading and legitimized scientifically
the activities of the Chicago Board Options Exchange and
other options markets around the world. It is widely used,
although often with adjustments and corrections, by options
market participants. Many empirical tests have shown that
the valuations based on this model is fairly close’to observed
prices, although there are well-known discrepancies such as
the ‘option smile’.

11: Methodology

In an attempt to study the effectiveness of valuation models
in the Indian context, we tested the Whitbeck Kisor (1963),
a relative valuation framework covering a time frame from
(1995-2013) using the BSE-100 index as a benchmark for the
sampling frame. Two independent regression approaches
were used to model P/E as a function of a) EPS growth rate b)
Dividend growth rate c) Standard deviation in EPS. In the first
approach, the regression run was carried out on stand-alone
year-on-year basis and in the second approach on a moving
10 (ten) year time period using panel data. The findings of
the regression estimates are given below:

Table I: Results of regression estimation with P/E as the dependent variable®

Model

(1995) (2001) (2007) (2013)
EPS (%) -0.05 (0.88) -0.02 (0.98) -0.02 (0.37) -0.62 (0.99)
DPS (%) +0.01(0.16) +0.07 (0.98) -0.11(0.31) -0.95 (0.98)
EPS (o) +0.04 (0.36) +0.13 (0.80) -0.20 (0.83) 0.17 (0.43)
Constant 26.05 (1.00) 10.30 (1.00) 27.15 (1.00) 49.52 (1.00)
Std error of estimate 16.99 11.60 17.92 78.88
Model Indices
Adjusted R-square 0.097 0.24 0.05 0.26
F - Value 1.14 (0.65) 2.69 (0.95) 1.09 (0.64) 10.35 (1.00)
N 42 62 72 92

‘p <.10, * p <.05, *p <.01, *** p <.001 (significance levels based on two-tailed tests)

“ Unstandardized regression coefficients reported; heteroscedasticy-consistent standard errors were used to compute t-statistics, which

are in parentheses.
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Table 11 : Results of regression estimation with P/E as the dependent variable®

Model

(1995-2004) (1998-2007) (2001-2010) (2004-2013)
EPS (%) +0.01(0.73) -0.01(0.82) -0.01(0.96) -0.05 (0.99)
DPS (%) +0.01 (0.35) +0.01(0.31) +0.01(0.44) -0.01(0.39)
EPS (o) +0.01(0.34) +0.01 (0.56) -0.01(0.34) -0.01(0.27)
Constant 16.78 (1.00) 17.93 (1.00) 17.93 (1.00) 25.09 (1.00)
Std error of estimate 23.29 23.17 14.81 35.94
Model Indices
Adjusted R-square 0.01 0.01 0.01 0.01
F - Value 0.50 (0.68) 0.82 (0.29) 1.55 (0.20) 2.97 (0.03)
N 500 561 708 797

+p <.10, * p <.05, **p <.01, *** p <.001 (significance levels based on two-tailed tests)
a Unstandardized regression coefficients reported; heteroscedasticy-consistent standard errors were used to compute t-statistics, which

are in parentheses.

IlI: Research Gaps

Every conceivable variable and combination of variables has :
been tried and tested, but the results are far from encouraging. :
The beta coefficients of the independent variables are incon- :
sistent, weak and also insignificant. The overall explanatory :
power of the model also very poor. Whitbeck and Kisor (1963) :
have reported an ability to outperform a randomly selected :
portfolio; Bower and Bower (1970) and Malkiel and Cragg :
(1970) concluded the failure of their models to lead to excess
returns. A common element across all valuation models is
that they are effective in explaining stock prices at a point
in time but not across time. This defeats the very purpose :
for which valuation models are designed for; they have not :
been effective enough in choosing under-over valued stocks. :
The differences may be attributed to various factors rooted :
in methodology, time periods under study, or the researcher’s :
access to efficient set of forecasts. The limitations broadly :

identified in extant research are as follows:

@ Investor behavior or preferences itself changes over a
period of time, especially in emerging markets like India :

where the capital market is in a very nascent stage.
With changes in investment behavior, the weight on
each variable is likely to change.

@ Estimates of the independent variables like growth and
dividends change.

@ Even when a model explains a high fraction of the dif-
ference in stock prices, there are stocks that have
market prices that that lie significantly above or below
their theoretical prices and continue to do so for a long
duration of time. Economists usually refer to this to as
firm effects. These are probably due to the persistent
influences that are a not captured in the models (Bower
and Power, 1970).

@ The same logic applies to industry and economy effects
too. Stock prices in reality are influenced by industry
as well as broad economic factors. By ignoring such
variables from valuation models from the model, the
explanatory power reduces.
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IV: New Insights

Fama and French (2004) argue that the failure of CAPM in :
empirical tests implies that most assumptions of the model are :
invalid, including that of market efficiency. One of the major :
implications of the failure of valuation models to explicitly :
analyze issues relating to excess returns is ‘market efficiency’; :
which has not been explored or addressed adequately. One
of the dominant themes in finance literature since the 1960s
has been the concept of efficient capital market (Fama, 1991).
Capital market efficiency refers to stock prices fully reflecting :
all available information at a point time. This is a very strong :
hypothesis. A necessary condition for investors to have an :
incentive to trade until prices fully reflect all available informa- :
tion is that cost of information acquisition and transaction is :
negligible. Since these costs are clearly positive, a more realistic :
definition of market efficiency is that prices reflect information :
until the marginal cost of acquiring information and trading :
is less than the marginal benefits derived from it. While cost :
of trading in stocks has become negligible worldwide due to :
substantial increases in volumes, the same cannot be said
for cost of acquiring information. While how fast information
is incorporated in a stock or ‘informational efficiency’ has :
been the major area of concern in testing market efficiency, :
an issue that has not been addressed adequately is whether :
the information is correctly incorporated or not referred to :
as ‘market rationality’. Market rationality refers to the ability :
of investors to logically analyze available market information :
and identify the potential impact it might have on a stock. :
This issue assumes more importance in the case of capital :
markets because of the complexities involved compared to :
most other product markets and has serious implications for :

the Indian context.

V: Market Efficiency

suggested by Fama (1988).

ESEARCH BULLETIN

¢ in current prices.

The efficient market hypothesis has strong implications for
security analysis. If future return can’t be predicted from past
return, then, trading rules based on examination of sequence
of past prices are worthless. If the semi-strong of the hypoth-
esis is supported by empirical evidence, then trading rules
based on publicly available information are suspect. Finally,
if the strong form tests show efficiency, then the value of
security analysis itself would be doubted.

VI: CAPM

The Capital Asset Pricing Model (CAPM) and its variants in-
cluding the Single Index Model though not purely a valuation
model, it inherently helps in the assessment of expected return
of stocks. The model enables to determine a theoretically
appropriate required rate of return of an asset, if that asset is
to be added to an already well-diversified portfolio, given that
asset’s non-diversifiable risk. The model takes into account the
asset’s sensitivity to non-diversifiable risk (also known as sys-
tematic risk or market risk), often represented by a measure
beta (). Beta measures the sensitivity of a stock vis-a-vis the
market or its close proxy, as well as the expected return of the
market and the expected return of a theoretical risk-free asset.
The model suggests that an investor’s cost of equity capital is
determined by its beta (Fama, 1968; Sharpe, 1964). Despite the
refinements to more modern approaches to asset pricing and
portfolio selection such as Arbitrage pricing theory, CAPM still
remains popular due to its simplicity and utility in a variety of
situations. However, empirical studies in the US as well as in
India conclude that the results are dichotomous.

© I the late 1970s, CAPM came under severe criticism as striking
inconsistencies of the model was reported. These inconsis-
: tencies underlined the fact that firm characteristics such as
The efficient market hypothesis has been classified in extant :
literature into three distinct categories: a) Weak, b) Semi-
strong, and b) Strong form. These classifications were originally :

firm size, book-to-market value, P/E multiple, and prior re-
turn performance have more explanatory power in explaining
cross-sectional variation in returns.

: Studies revealed not only disturbing for CAPM but also for
Weak form tests whether all information contained in the :
historical prices fully reflected in current prices. Semi-strong :
form test whether publicly available information reflected in :
the current prices. Finally, strong form of market efficiency :
tests if all the information, public and private are fully reflected

the efficiency of the Indian capital market, a critical insight
for new research in this field. Our own findings from BSE-100
stocks over a time frame from (1995-2013) reflects a negative
slope of -0.0370 between risk and return, clearly reflecting that
CAPM does not hold in India. The scatter plot superimposed
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by a line of best fit below shows the negative slope.

Figure |
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VII: Findings

show any pattern.

: market fails to satisfy the test of semi-strong form of efficiency
: on the grounds of informational asymmetry.

This test for strong form is similar to the test performed under
¢ the semi-strong test. While the day O (zero) is considered as
¢ the date on which there was substantial increase/decrease
tin trading volume of shares trying to assess if the insiders
can generate excess return. Studies were conducted on the
: ‘movement of share price of ten selected firms around day 0
: and CAR was calculated and plotted. The graph fails to gen-
: erate a pattern, though certain spikes were observed. Thus
: the test for strong form of efficiency remains inconclusive.

: VIII: Conclusion
We did a test run of predictability to assess the weak form of :
market efficiency in India. The average monthly return of BSE :
Sensex and NSE Nifty was calculated from July 1995 to Dec :
2013. The correlation coefficient in parity with extant research :
findings was observed to be +0.8398. Data patterns revealed :
the lowest monthly returns was observed in March, highest
in July and second highest in November. The reason behind
the troughs was traced to year ending apprehensions, while :
peaks with declaration of financial results and the celebration :
of ‘samvat’ in the broking community. Therefore, it is possible :
to earn additional returns by selling prior to March and buying :
before July or November irrespective of the market condition. :
This contradicts with the weak form of efficiency which states :
the movement of the market is purely random and does not :
i making. However, our own tests to study the robustness of
¢ Whitbeck Kisor Model and CAPM in India fail to generate
Subsequently, we also performed event studies to test the :
semi-strong form of market efficiency. Under this test, ten
sample firms were selected from various industries covering the
time frame 1995-2013. For each firm a particular date was been
identified on which there was an surprise announcement (e.g. :
bonus, stock split, rights or substantial increase in the dividend
pay-out, etc) which was considered as day O (zero). Then the :
period of study selected was date of surprise announcement :
date +/- 30 days (event period) and daily return was calculated :
vis-a-vis BSE-100. Then individual day's abnormal return was :
added to compute the Cumulative Abnormal Return (CAR) :
and average CAR was computed for all the sample firms in :
our study. To satisfy the condition for semi-strong form of :
efficiency, abnormal return can be theoretically observed on :
the date of announcement, but not other days. In our test,
abnormal positive returns were observed on the entire period
from -30 till +30. This clearly shows that the Indian capital

The Indian capital markets have witnessed multi-fold reform
over the last two decades. The opening up of the markets for
Flis, foreign and private mutual funds, introduction of deriva-
tives and electronic trading, replacement of archaic CCl with
SEBI, etc have all played a significant role in boosting stock
market volumes and efficiency by and large. However, as far
as our market efficiency studies go, the Indian stock markets
can be considered far from being efficient by any developed
country standards, despite substantial progress in economic
liberalization. Going by existing literature, most valuation
studies assume efficient markets. It is therefore but logical
that valuation models holds good in most efficient markets
in the West and also plays a key role in investment decision

conclusive evidence in India. The issue may not be of the
validity of the models per se or its customization, but that
of market efficiency. Till such market efficiency is enhanced,
valuation studies will be a futile exercise in most emerging
markets, including India.
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:of foreign direct investment (FDI) during the last two decades.

Abstract

: This spectacular growth of global FDI has made it a vital

: component of development strategy in both developed and

The Indian power sector has been undergoing a momentum
change in the recent time. The Central Government
has also decided to take major steps to provide power
supply even in the remote villages of India. Not only in
consumption side, but also Indian power sector has also
performed well in production of power and electricity in
India. Since the opening up of the economy, this sector has
been performing well. Presently Indian Govt. has allowed
hundred percent FDI in power sector. The study aims to
address the debating issue whether FDI has improved the
power sector stock market performances or vice versa. The
study found that although power sector equity markets
primarily provided the impetus to FDI, but in long-run FDI
flows in equity market has impact on the stock market
performance of power sector stocks.

. developing nations. Policies are being designed in order to
¢ stimulate FDI inflows, as the host countries consider the
¢ inflow of FDI as one of the key ways in filling up the vacuum
¢ between the domestically available supplies of savings, foreign
i exchange, government revenue and human capital skills, and
: the desired level of these resources necessary to achieve
: growth and development targets (Todaro and Smith, 2003).

s ltis really important to note that the economic impact of FDI
© is dependent of what form it takes. This includes the type of
: FDI, sector, scale, duration, location of business, density of
: local firms in the sector and many other secondary effects. FDI
: might serve as not only a way of doing money, but also a way
¢ of acquiring a certain control, both economical and political, in
¢ the host country. It is favourable to economic welfare only if

: appropriate conditions like adequate absorptive capacity and

Key Words

: human capital, a capacity of domestic businesses to confront

: and hold out foreign competition, abundance of projects and

FDI, Granger Causality, Impulse Response, Power Sector,
Stationary, VAR, VECM

© market gaps that cannot be filled up by home producers, exist
* in the host economy. To explore such divergent dimensions of

FDI, multifarious studies are being conducted, few of which
. are being enumerated as follows in Indian sectoral context:

Introduction

Survey of Literature

One of the most striking developments that have occurred in
the global economic landscape is the unprecedented growth :

The ASSOCHAM Report (2012) shared India’s experience with
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FDI. It elaborated on the overall Indian scenario with regard :
to FDI. An assessment of global FDI had also been provided :
there along with India’s sectoral analysis. Telecommunication, :
Automobile, IT/ ITes sectors were given special emphasis on, :
whereas Pension Funds and Civil Aviation were identified as :
potential sectors for inflow in near future. Finally, it had made :
few policy suggestions in bringing India to a level playing field
made so far that throws some light on the causal relationship
: between FDI and development of Indian power sector. As a
The National Council of Applied Economic Research (2009)
had conducted quite an elaborate study aiming at providing :
a detailed understanding of the spatial and sectoral spread :
of FDI-enabled production facilities in India and their linkages :
with the rural and suburban areas. The data of 351 FDI firms :
with 1,171 plants spread over 275 cities have been used to :
gauge the current economic performance of these plants :
during the period of April 2006 to March 2008. The indicators :
included FDI equity, net fixed capital, output, employment, :
value added, output-capital ratio and FDI sectoral intensity. :

: Forthe purpose of the empirical study, two variables have been
Aggrawal, Singla and Aggrawal (2012) in their paper tried
to study the need of FDI in India, to exhibit the sector-wise
and year-wise analysis of FDI in India, to rank the sectors :
based upon highest FDI inflows. They observed that at the :
sectoral level, FDI had helped to raise the output, productivity :
and employment in some sectors especially in service sector :
of India. Indian service sector is generating the proper :
employment options for skilled worker with high perks. On the :
other side banking and insurance sector helped in providing :
the strength to the Indian economic condition and developed :
the foreign exchange system in country. So, they concluded :
that FDI always helps to create employment in the country and
also supports the small scale industries and helps the country
to put an impression on the global scale through liberalization. :

¢ production and 110" in per-capita consumption of electricity
In their paper, Azhar and Marimuthu (2012) attempted to :
make an analysis of FDI in India and its impact on growth. :
It focused on the determinants and needs of FDI, year-wise :
analysis, sectoral analysis and sources of FDI and its reasons. :
: sector are generation, transmission and distribution. Due to
: the opening up of the economy, the sector has witnessed
: higher investment flows than envisaged. The Ministry of Power
Though a huge number of literatures are available on the :
various aspects of FDI in India, no study could be found on :
how FDI has been impacting the stock market performance
of power sector of India. Hence, the present study aspires to

with other emerging economies.

Research Problem in the Context of Gap

identify whether FDI inflows in Indian power sector have any
long run and/or short run causal relationship in respect to the
stock market performance of the power industry.

Objectives of the Study

Extensive literature review found that no study has been

result, this study is an exclusive attempt that will try to focus
upon the relationship between FDI and Indian power sector.
The study aims to resolve the long-standing question and
debate as to whether FDI can influence Indian power sector
or vice-versa, and if it can, then what is the pattern of such
influence and how long will it last.

Research Methodology
Rationale of the Study-

used. One variable represents equity stock market parameter
of Indian power sector and another variable replicates FDI
inflows in power sector. The justification of using such variables
for this study is that the power sector is regarded as one of the
most vital components for the infrastructural development of
any country, India being no exception to this. The Indian power
sector has been undergoing a momentous change in the recent
years, redefining the industry stance. Sustained economic
growth continues to drive power demand in India. The focus
to attain ‘power for all has paced up capacity addition across
the nation. Moreover, there is heightened competition on both
market side as well as supply side (fuel, logistics, human power
and finances). It is reported that there is positive investment
climate in Indian power sector. India ranks 5th in electricity

in the world. The energy deficit in India has reduced from 9.5
per cent in 2010-11 to 4.5 per cent in 2013-14 (Jagtap, 2015).
The Indian power sector is monitored mainly by the Ministry
of Power. The three major segments or components of power

has sent its proposal for additional 76,000 MW of power
capacity in the 12 Five Year Plan (2012-17) and has set a
target of adding 93,000 MW during the 13™ Five Year Plan
(2017-2022) to the Planning Commission. [Corporate Catalyst
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(India) Pvt. Ltd., 2015].

It is being anticipated that increased foreign direct investment
(FDI) in Indian power sector would heighten the performance :
and prospects of the sector. From January 2000 to March
2015, the power sector of India has been able to draw an
FDI of USD 96.23 bn. which is 3.85 per cent of the total FDI :
inflows in India. Presently, 100% FDI is allowed in this sector :

via the automatic route of approval.

Selection of Variables and Period of Study-

The dependent variable for the study is the monthly closing :
logged values of S&P BSE Power Index (LBSEPOWER) for the :
period of January 2007 to February 2015, extracted from :
the BSE website. The monthly logged value of the FDI equity :
inflows in the Indian power sector (LFDIPOWER) has been :
considered as the independent variable, collected from the
website of Department of Industrial Policy and Promotion
(DIPP) for the same period. The choice of the data period
(2007-2015) is entirely dependent on the availability of data.
The monthly sectoral data on Indian FDI is available from :
DIPP from the year 2007 onwards. So data period is restricted :

from 2007 to 2015.
Empirical Analysis

Descriptive Statistics-

has also shown higher value in terms of risk between the

the skewness of dependent variable LBSEPOWER is positive.

LFDIPOWER at 1 per cent level of significance.

Table 1: Descriptive Statistics

ESEARCH BULLETIN

ﬂ-Y.rzﬁl"'SYr-l"'Z

LBSEPOWER LFDIPOWER
Mean 7.748095 12.27628
Median 7.702915 12.48214
Maximum 8.422630 13.05562

LBSEPOWER LFDIPOWER

Minimum 7.234610 10.74377

Std. Dev. 0.266440 0.668454

Skewness 0.302608 -0.804210

Kurtosis 2.399011 2.389346

Jarque-Bera 2.970522 12.08632

Probability 0.226443 0.002374
Observations 98 98

Test of Stationarity-

In analysis of cointegration, test of non-stationarity of the
time series data is considered as the precondition. Two or
more non-stationary time series are said to be cointegrated if
a linear combination of the variables is found stationary. The
other condition is that all series should be integrated in the
same order i.e. | (d), where d is the order of integration. For
stationarity analysis, Augmented Dicky-Fuller (ADF) and Philip-
Perron (PP) Unit Root tests have been conducted. Augmented
Dicky & Fuller (ADF) (Said and Dicky, 1984) unit root test is
based on the following equations:

k

Q:iﬂYT_i T E £ rer ven ven e e ...(1}
i=1

: (considering only Intercept i.e. C)
Table 1 exhibits that, during the sample period under study, :

higher mean was observed in case of LFDIPOWER. LFDIPOWER : I
L AY,=B1+Bat+8Yia +Z @AY+ es . (2)
variables as measured by standard deviation (S.D.). Moreover, :
the skewness is negative in case of LFDIPOWER. However,
(considering both Intercept and Trend i.e. C and T)
The Jarque-Bera test however indicates the acceptance :
of normality of LBSPOWER, but rejects the normality of :
. LFDIPOWER; D is the first difference operator; tis time trend
: term, k denotes the optimal lag length and €, is the white
¢ noise disturbance term. However the result of the above test
¢ is highly dependent on the lag selection. Schwarz Information
¢ Criteria (SIC) is considered for selection of lag length (k). In
¢ this respect, the automatic criterion has been considered. In
¢ addition to ADF Test, Philip Perron (PP) unit root test is also
: used as an alternative nonparametric model. The results of
: the Unit Root test have been shown in Table 2.

i=1

Where, Y, = Natural logarithm of variables LBSEPOWER and
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Table 2: Unit Root Tests

LFDIPOWER LBSEPOWER
ntercent -1.620033 [1] -1.830967 [0]
ADF P (0.4685) (0.3636)
-2.025215 [1] -2.381545 [0]
Intercept + Trend (0.5800) (0.3868)
At Levels - -
ntercent -1.738193 [13] -1.990428 [2]
op P (0.4090) (0.2906)
-2.842826 [2] -2.563146 [2]
Intercept + Trend (0.1860) (0.2980)
ntercent -15.67267[0] -8.395927 [0]
ADF P (0.0001)* (0.0000)*
-15.71326 [0] -8.360799 [0]
At First IRigETEpE - e (0.0000)* (0.0000)*
Differences NS -20.05201 [8] -8.367272 [2]
op P (0.0001)* (0.0000)*
-23.68508 [10] -8.330807 [2]
Intercept + Trend (0.0001)* (0.0000)*

Figures in [ 1 represent Lag Lengths based on SIC in case of ADF Test and Bandwidth based on Newey-West in case of PP
Test, * Indicates the statistical significance level of one per cent; Figures () represent MacKinnon (1996) one sided p values.

Table (2) suggests that the null hypothesis of the existence of :
a unit root cannot be rejected in respect of both the variables
at levels and hence all the variables are non-stationary in both :
models, with linear trend including both intercept and time :
trend. However, they are stationary in first difference forms; :
as the test statistics in both ADF and PP tests are significant :
at 1 per cent level. Therefore, all the variables are found to :
be integrated of order one as they are stationary at their first :
cointegrated in long-run. However, if € is not I(0), then it can
: be concluded that they are not cointegrated. The EG test (Table
© 3) shows that null hypothesis of no cointegration between
the variables (considering both variables as dependent one
There are several approaches to test the cointegration between :
or among the variables. Here two popular approaches have :
: and LFDIPOWER.

difference. In other words, all the variables are | (1).

Test of Cointegration-

been used on the study variables.

1. Single Equation Residual Based Engle and Granger
(EG) Cointegration Test:

Engle and Granger (1987) provided a very simple test to
determine the existence of cointegrating relationships.
According to them, if two variables (say, Y, and X)) are
individually I(1) and the residual (€ )obtained from the long-
run Ordinary Least Square (OLS) equation (formed using v,
and X, ) is 1(0), then it can be concluded that Yt and Xt are

by one) cannot be rejected. Hence it can be resolved that
there is no cointegrating relationship between LBSEPOWER

Table 3: Engle & Granger Cointegration Test

Dependent variable No. of Lags Tua statistic Prob.* Z Statistic Prob.*
LBSEPOWER 0 -2.238312 0.6677 -9.545882 0.6687
LFDIPOWER 1 -1.897224 0.8170 -8.435223 0.7430

The equation consists deterministic trends and constant; Lag selection is automatic based on Schwarz Criteria. No. of
stochastic trends in asymptotic distribution is 2.* represents MacKinnon (1996) p values.
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However, refering to the drawbacks of this test, the study :
attempts to check the cointegration between the variables :
using another more adavanced multivariate system generated :
techniques. In this respect Johansen’s cointegration model :
based on Vector Autoregression (VAR) has also been used :
to confirm the fact of cointegration between LBSERPOWER
and LFDIPOWER. :

ESEARCH BULLETIN

(VAR) approach based Johansen & Juselius (1988, 1990)
cointegration test has been carried out to find out whether
there exists any long-run cointegrating relationship between
the variables. It is to be mentioned here that the efficiency of
an ideal VAR model depends on the number of lags selected.
Since Johansen cointegration test is based on VAR framework,

: before running the test, initially the VAR model has been tested

© atlag2 considering the test variables at level. But after running

2. Johansen Test of Cointegration:
As the both test variables have been found to be integrated :
of the same order i.e. I(1), hence Vector Autoregressive :

: lag selection criteria test it has been found that the ideal lag

should be 8 according to AIC (Akaike Information Criteria)
and FPE (Final Prediction Error) criteria, as shown in table 4.

Table 4: Lag Order Selection

s e 2 3 5 7 8 9 10 1
Criteria
AIC 3150357 | -3.106265 | -3.140072 | -3.194935 | -3.228624* | -3.161084 | -3.120124 | -3.099388

At the selected lag 8, although the model passes the VAR
Residual Serial Correlation LM Test, but it fails to pass the
VAR White Heteroskedasticity tests and normality test. :
Therefore the model at lag length 8 is rejected due to the :
fact it does not qualify the diagnostic test. After several trial :
and error processes, the optimum leg length selected is 9 :
as per AIC, at which the model passes both the criterion :
(i.e. serial correlation and heteroskedasticity) but it fails to :
qualify normality criteria. However, it is to be mentioned :

here that normality is a desirable condition in time series
analysis and not a necessary condition. The cointegration or
linkages between the selected variables have been tested at
the optimum lag of 9 under AIC. As depicted in table 5, under
lag 9 the model qualifies the diagnostics tests (autocorrelation
and heteroskedasticity) and null hypotheses of no residual
serial correlation and homoskedasticity are accepted both
at 5 per cent level of significance. But the null hypothesis of
normality is rejected at 1 per cent level of significance.

Table 5: Diagnostic Tests

Diagnostic Tests X Statistics Probability Findings
Jarque-Bera Test 3337.325 0.0000 Non-Normal
VAR Residual Serial Corre]atlon LM Tests Lagrange 7549916 (9) 0.1095 No serlfil
Multiplier Test correlation
VAR Residual Heteroskedasticity Tests: No Cross Terms 127.3504 (9) 0.0985 Homoskedastic
(only levels and squares)

The Johansen-Juselius cointegration test (table 6) indicates that null hypothesis of no cointegration is rejected at 5 per cent level
of significance as per both Trace Test and Max-Eigen value Test. Since both the tests are giving the same result, the Johansen
Model tested here is the ideal one. The Johansen Cointegration Test has shown that there exist two cointegrating equations
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between the test variables. As there are 2 cointegrating equations, it can be stated that, there is at least 1 cointegrating
equation. In the presence of at least one cointegrating relationship between the variables, there exists a long-run cointegrating
relationship between them. That means, in the long-run both the variables share the common shock.

Table 6: Johansen’s Bivariate Cointegration Test

Bivariate Cointegration between LFDIPOWER and LBSEPOWER (With Lags 9)
Hypothesized No. Eigen Trace Critical Prob. Max-!iigen Critical Prob.
of CE (s) value Statistics Value Statistic Value
None, r=0 0.169654 22.53756 15.4947 0.0037* 16.36031 14.26460 0.0230**
At T;’lst b 0067789 | 6177252 | 3.841466 | 0.0120% | 6177252 | 3.841466 | 0.0129**

Both Trace Test and Max-Eigen value Test indicate 2 cointegrating equ (s), at the 0.05 level. * and ** indicate rejection of null
hypothesis of no cointegration at 0.07 and 0.05 level respectively; p-values are MacKinnon- Haug-Michelis (1999) p- values.

Short-run Causal Relationship- Block Exogeneity Test

Since the variables are integrated in long-run, it is also required to test that whether there exists any short-run causal
relationship between the variables. In the presence of long-run cointegrating relationship between the variables, the short-
run causal relationship has been tested using Vector Error Correction Model (VECM). So, next the VECM is implemented. The
short-run causality has been tested using Granger Causality/ Block Exogeneity Test based on VECM. Table 7 shows that the
null hypothesis of no short-run causality running from FDIPOWER to BSEPOWER is accepted at 5 per cent level of significance;
however the same is rejected at the same level of significance for short-run causality running from BSEPOWER to FDIPOWER.
This implies that in short-run, FDIPOWER cannot influence BSEPOWER, but BSEPOWER can impact FDIPOWER. The result
also supports many economic literatures that FDI is attracted by the performance of stock market returns.

Table 7: VECM Granger Causality/ Block Exogeneity Test

Variables ya df Probability
D(LFDIPOWER) > D(LBSEPOWER) 12.80454 9 0.1717
D(LBSEPOWER) > D(LFDIPOWER) 18.28344 9 0.0320*

* Indicates rejection of null hypothesis of no causality at 5 per cent level of significance. The variables are at first difference
Impulse Response Function (IRF) Test-

To find out the impact of one standard deviation (S.D.) shock to the variables, next the Impulse Response Function (IRF) test
has been conducted on the VECM.
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Table 8: Impulse Response Function Test

One S.D Shock to LFDIPOWER One S.D Shock to LBSEPOWER
Responses by ¢ Responses by ¢
Period
(Month)

LFDIPOWER LBSEPOWER LFDIPOWER LBSEPOWER
1 0.120929 0.000000 0.037487 0.086218
2 0.0383M 0.003591 0.034708 0.093373
3 0.040623 -0.012382 0.023576 0.085672
4 0.022140 -0.028512 0.024709 0.090805
5 0.027751 0.013980 0.043529 0.094893
6 0.014847 0.010407 0.047905 0.102608
7 0.014856 -0.005847 0.033287 0.092206
8 0.015097 0.023840 0.005194 0.094858
9 0.035201 -0.000623 0.012715 0.086282

(Cholesky Ordering: LFDIPOWER LBSEPOWER

As shown in table 8, considering both LFDIPOWER and

Conclusion

In a nutshell, the study reveals that during the period of study,

an opposite view has been obtained from the Johansen test

VAR based Johansen Model over the single equation residual

conclusion given by Johansen test.

interesting. Most probably it answers the long-standing
LBSEPOWER as endogenous variables, it has been found that,
in response of one $.D. shock to LFDIPOWER, LBSEPOWER
becomes negative on the third, fourth, seventh and ninth
month; whereas, in response to one S.D. shock to LBSEPOWER,
LFDIPOWER though fluctuates, but remains positive all along. :
i means, the study reveals that in short-run, if Indian power
¢ sector companies perform well and if their performances
: can create any positive impact in the stock market, then FDI
¢ inflows get attracted to the power sector just like a magnet
there exists no long-run cointegrating relationship between the :
study variables depicted by Engle and Granger test. However :
: influence BSEPOWER, but BSEPOWER can impact FDIPOWER.
results which suggest a long-run cointegrating relationship
between FDI and BSE Power. Remembering the supremacy of

questions of many experts and economists. Many are of
opinion that FDI equity flows in Indian power sector will
have positive impact on it. However the study supports the
contradictory view such that FDI equity flows are attracted by
the stock market performance in related power sector. That

is attracted to a piece of iron and start coming in the power
sector. In other words, in the short-run, FDIPOWER cannot

However the results of IRF test gives the caution that after

getting an entry in power sector, FDI can impact Indian power
test based Engle and Granger Model, the study adopts the :

sector to a great extent. The outflows of FDI can create

¢ turbulence in Indian stock market as it is generally regarded
. that stock market is very sensitive regarding such issues.
The result of the VECM based Granger Causality test is more :

Although inflows and outflows are to some extent controlled by
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the Central Government, but Government should carefully observe the impact on the Indian stock markets before giving any
permission of repatriation or to withdraw the FDI, specifically in Indian power sector. Therefore it can be stated that although
FDI equity flows in power sector get attracted by stock market performance, but it can create some impact or turbulence in
Indian economy if it is not taken care of properly.
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Efficiency of Emerging and Emerged
Capital Markets: An Empirical Study on
BRICS and G7 Nations

Abstract

The study proposes to investigate the stock markets
linkages between BRICS and G7 nations’ during the
study period from April 2004 to March 2014. GARCH (1,
1) Model examined the daily returns of sample indices
BSE SENSEX, FTSE/JSE TOP 40, IBOVESPA, RTS INDEX,
SSE COMPOSITE (BRICS) and CAC 40, FTSE 100, FTSE
MIB, GDAXI, NIKKEI 225, NYSE COMPOSITE, S&P TSX
COMPOSITE (G7) and found them to be volatile. Results
of Johansen Co Integration Test found that BRICS and
G7 nations’ stock market indices were co integrated and
there was long run relationship between BRICS and G7
stock indices. VECM results showed some BRICS indices to
experience short run relationship with G7 indices. Results
of Granger Causality Test found only one bidirectional
relationship between RTS INDEX and FTSE MIB while FTSE/
JSE TOP 40 recorded unidirectional relationship with NYSE
COMPOSITE and S&P TSX COMPOSITE, followed by NIKKEI
225 and IBOVESPA, SSE COMPOSITE and CAC 40, FTSE
MIB and SSE COMPOSITE. The overall results revealed
both long run and short run linkages between BRICS and
G7 nations’ stock market indices during the study period.
International investors could use the opportunity for
portfolio diversification, at both long run and short run
periods, in BRICS and G7 stock markets as the long run
and short run relationship existed in BRICS and G7 stock
markets during the study period.
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Introduction

¢ In the present world which is influenced by substantial
¢ liberalization and growing multilateral relations among
i economies, the study of inter linkages among stock markets
: enjoys very high relevance. Stock markets, being an important
¢ vehicle in facilitating the capital formation and movement,
: have gained unparalleled importance. Due to this fact,
© researchers worldwide have shown keen interest in the area
of the inter linkages of stock markets.

: Inter linkages among stock markets have important
: implications for the macroeconomic policies of a nation
¢ as well. Over the time, the economies are opening up as
¢ most of them are on the path of liberalization, leading to
: interlinked economies. Increased movement of capital in
: and out of the economies, both on the short run and the
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long run basis, started happening at an exuberantly large :
scale. Stock markets are one of the institutions through which :
capital movement occurs. Such capital flows impact the foreign :
exchange reserves and the foreign exchange rates. Changesiin :
the foreign exchange rates bring about changes in the trade :
competitiveness and trade relations, leading to a change in :
the balance of payment position of an economy. All these are :
important aspects that need consideration for policy making.
In addition to the above points, the level of stock market
inter linkage with others is an important determinant of the :
contagion effect that an economy will face from the rest of :
the world. If the stock market of an economy is highly linked :
with other markets, then there is a fear of high contagion :
effect of the happenings in the rest of the world through the :
stock market route. The knowledge of this area of finance can :
equip the policy makers to take better decisions. Therefore, :
this study aims at investigating the relationship and linkage :
i Malaysia, Japan, USA and UK by using co integration test.
¢ The results found that Pakistanis stock market did not record
: co movement with UK, USA, Taiwan, Malaysia and Singapore
© stock markets. Gurcharan Singh and Pritam Singh (2010)
: examined the linkages of the two leading emerging markets
stock markets, undertaken by earlier researchers, enhance
the validity of this study. Ranjan Dasgupta (2014) examined :
the short and long run integration and linkages of Indian :
stock markets with BRIC stock markets, by using Johansen :
Co integration Test and Granger Causality Test. The study :
found that Indian stock markets recorded co movement with :
Brazilian, Russian and Chinese stock markets during the study :
period from January 2003 to December 2012. Amitesh Kapoor :
and Harendra Singh (2013) investigated the integration of :
Asian stock exchanges. The study examined the stock market :
co-movement between Indian and South Asian countries. :
Augmented Dickey Fuller (ADF), Co-integration and Granger
Causality Tests were applied to the data. A stochastic trend
was noticed in the long-term behavior of stock market. :
Srinivasan Palamalai, Kalaivani M. (2013) examined the :
stock market integration among major stock markets of :
emerging Asia-Pacific economies, viz. India, Malaysia, Hong :
: Granger Causality Test, Variance Decomposition Analysis and
Indonesia. Johansen and Juselius Multivariate Co Integration :
Test, Granger Causality/Block Exogeneity Wald Test, based :
on the Vector Error Correction Model (VECM) approach and :
Variance Decomposition analysis, were used to investigate :
the dynamic linkages between markets. The results of Granger :
Causality/Block Exogeneity Wald Test, based on VECM and

between BRICS and G7 countries stock markets.
Review of Literature and Design of the Study

The various research works, related to linkages of international

Kong, Singapore, South Korea, Taiwan, Japan, China, and

variance decomposition analysis, revealed the stock market
interdependencies and dynamic interactions among the
selected emerging Asia-Pacific economies. I-Chun Tsai (2012)
used the data of six Asian countries (Singapore, Thailand,
Malaysia, the Philippines, South Korea, and Taiwan) to estimate
the relationship between stock price index and exchange rate.
The results provided negative relation between stock and
foreign exchange markets. Li Liu, Jieqiu Wan (2012) made
an attempt to analyze the co-movement of Shanghai stock
market and China Yuan (CNY) exchange rates by using cross-
correlation analysis, structural co integration and nonlinear
causality test. From the analysis, it was concluded that there
was long run and causal relationship between Shanghai stock
market and Chinese Yuan (CNY/ USD) exchange rates during
the study period. Searat Ali and Babar Zaheer Butt (2011)
investigated the co movement of Pakistanis Equity Market
with the markets of India, China, Indonesia, Singapore, Taiwan,

i.e. Chinese and Indian markets with developed markets.
Using daily data from January 2000 to December 2009, the
stock market indices of China, India, United States, United
Kingdom, Japan and Hong Kong were examined. Correlation
Test, Granger Causality and the Co- Integration Test and
Error Correction Model were employed. It was found that
Chinese and Indian markets were correlated with all four major
markets. CountriesYaser A. Alkulaib (2007) investigated the
lead/lag relationship between the MENA countries and regions
by using Correlation, Co Integration Test, Granger Causality
Test. They found no market causality or spillover from one
country to another in the North Africa region. S. Venkata
(2006) examined the co integration between Indian stock
markets and seven developed countries, namely, Switzerland,
France, Germany, Japan, UK, USA and South Korea and seven
developing countries, namely, Indonesia, Malaysia, Taiwan,
Argentina, Israel, Brazil and Mexico. Co Integration Test,

Vector Error Correction Model were used. The results proved
that Indian stock market index was influenced by most of
the developed countries as well as the developing countries.
Jian Yang and Moosa M. Khan (2003) examined whether
long run integration between the United States and many
international stock markets, has strengthened over time, after

....................................................................... F R R L R R R T I
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the impact of abolition of capital control on these markets and :
the 1987 international stock market crash. Empirical results :
found that there existed no long-run relationship between :
most of these markets and the United States markets. There :
was no marked change in the degree of integration between :
any of these stock markets and the United States, after the :
abolition of capital control or the 1987 international stock
market crash. Kevin James Daly (2003) investigated the
static and dynamic interdependence of the stock markets of
Indonesia, Malaysia, the Philippines, Singapore, Thailand, and
the advanced stock markets, namely, Australia, Germany, and
the United States. Using data from 1990 to 2001, the paper :
used both correlation and co-integration analysis to describe :
the behavior of the above markets. The results evidenced no :
significant increase in the integration between the Southeast :
Asian stock markets during the post-crisis period.
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This study can provide ideas to investors who wish to consider
their investment in BRICS and G7 countries, and it would help
stock markets to take advantage of their rapid growth in order
to enhance portfolio return. By knowing the relationship
between markets, it can help investors to hedge the risk in
their international portfolio. Hence an effort has been made
to understand stock market linkages between BRICS and G7
countries’ stock markets.

(ii) Objective of the study

@ To examine whether the BRICS and G7 countries’ stock
markets index daily returns are normally distributed during
the study period.

@ To evaluate whether the BRICS and G7 countries’ stock

: markets index daily returns are stationary during the study

period.

Though these reviews obviously examined co movement
between emerging and emerged stock markets, many of the :
existing researchers does not take BRICS and G7 stock markets
for analyzing the co movements between these two regional
stock markets. Hence, this study proposes to analyze the :
stock market co movements between BRICS and G7 nations. :

(i) Statement of the Problem
In the recent years, national economies are closely linked with :
each other. New information which comes up in one country, :
affects not only the returns and volatility of local stock market :
but also affects the returns and volatility of stock markets in :
other countries. During 2013, the BRICS lagged behind other :
countries, with their slowing economies, inflation problems :
and highly concentrated stock market, dominated by state -
controlled enterprises. G7 nations were also exposed to risks
which included problems for the US housing market, tighter :
credit, high commodity prices and rising inflation. These issues :
affected the international stock markets. The present study :
aims to examine the inter linkages between BRICS and G7 :
countries stock markets.

@ To examine the volatility of BRICS and G7 countries’ stock
index daily returns during the study period.

@ To find out the long run relationship between BRICS and G7
nations’ stock markets daily returns during the study period.

. @To find the short run relationship between BRICS and G7

nations’ stock markets daily returns during the study period.

@ To analyse the causal relationship between BRICS and G7
countries’ stock markets daily returns during the study period.

(iv) Hypotheses of the study
The following Null Hypotheses were framed to test the
objectives.

NH,,: BRICS and G7 countries’ stock market index daily price
returns are not normally distributed during the study period.

i NH,,: The daily index returns of BRICS and G7 stock markets

: are not stationary during the study period.

(i) Need for the Study :
This study will provide useful information to investment :
practitioners, policy makers, etc, by providing knowledge :
on the relationship between BRICS and G7 countries’ stock :
markets. Understanding the linkages and integration between :
these stock markets, is crucial for policy makers and fund
managers in their investment decision and risk management.

NH,: There is no significant volatility in the daily index returns
of BRICS and G7 countries’ stock markets during the study
period.

NH,,: There is no long run relationship between daily index
return of BRICS and G7 countries’ stock markets during the
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study period.

study period.

study period.

Methodology

a) Sample Selection

: were taken as the sample, representing the emerging nations.
¢ The emerged countries were represented by the G7 nations.
NH,: There is no short run relationship between daily index :
returns of BRICS and G7 countries' stock markets during the :
: were considered. The top stock markets from these countries
¢ were selected on the basis of domestic market capitalization
NH,: There is no causal relationship between daily index
returns of BRICS and G7 countries’ stock markets during the :
: stock exchanges were considered for the analysis. Further,
. major sample indices were also verified in the website of
: investingonline.com. After careful scrutiny from the official
: website of respective stock exchange and the website of
¢ investingonline.com, the sample indices were selected. The
Inter linkages between emerging and emerged countries’ stock
markets were considered for this study. The BRICS countries :

Thus Brazil, Russia, India, China, South Africa (BRICS) and
Canada, France, Germany, Italy, Japan, UK, US (G7) countries

data extracted from the World Federation of Exchanges.
Major indices listed in the official websites of respective

names of major index are given in Table - 1

Table - 1 LIST OF SAMPLE INDICES

NAME OF THE
COUNTRY STOCK EXCHANGE INDEX
BRAZIL BM&F Bovespa IBovespa Index
RUSSIA Russia Trading System RTS Index
BRICS
(Emerging | INDIA Bombay Stock Exchange S&P Sensex Index
Countries)
CHINA Shanghai Stock Exchange SSE Composite Index
SOUTH AFRICA Johannesburg Stock exchange FTSE/JSE all share Index
CANADA Toronto Stock Exchange S&P/TSX Composite index
FRANCE Euronext paries CAC 40
GERMANY Frankfurt Stock Exchange GDAXI
G7
(Emerged | ITALY Borsa Italiana FTSE MIB
Countries)
JAPAN Tokyo Stock Exchange Nikkei 225
UK London Stock Exchange FTSE 100 Index
us New York Stock Exchange NYSE Composite index

Source: Data collected from the World Federation of Exchanges, investingonline.com and official websites of stock exchanges.

Volume : 42 -1 April 2016 64



b) Data Collection

closing prices of stock indices were used for analyzing the

prices were collected from Yahoo finance and FTSE official
journals and websites.
c) Period of Study
2014, for the analysis of
and G7 countries’ stock markets.
Results and Discussion

and G7 stock markets are displayed in Table — 2. This Table

RTS INDEX and SSE COMPOSITE (BRICS) and CAC 40, FTSE

recorded the second highest mean return of 0.000674, with
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© 0.000485. The lowest mean return was recorded by RTS
This study was mainly based on secondary data. The daily :
©0.022235. According to skewness test, BSE SENSEX, IBOVESPA
stock market linkages between BRICS and G7 countries’ stock :
markets. BRICS and G7 countries stock markets indices daily :
INDEX (-0.018877) and SSE COMPOSITE INDEX (-0.132124)
website and other data were collected from various books, :

INDEX (0.0000494), with the highest standard deviation of

and RTS INDEX returns were positively skewed, with values of
0.194415, 0.16149, 0.922427 respectively but FTSE/JSE TOP 40

were negatively skewed during the study period. All the sample

¢ indices returns of BRICS stock markets witnessed leptokurtic
¢ distribution as the kurtosis values were greater than three.
: Among the G7 nations’ stock market indices, NYSE COMPOSITE
These studies covered ten years from April 2004 to March
inter linkages between BRICS
: mean return was recorded by S&P TSX COMPOSITE INDEX
(0.000267), with the lowest standard deviation of 0.011761,
: followed by the FTSE 100 INDEX mean return at 0.000226,
: with the standard deviation of 0.011919. NIKKEI 225 recorded
The results of descriptive statistics for daily returns of BRICS :
¢ 0f 0.000221, followed by FTSE MIB and CAC 40, with high
examines mean, standard deviation, skewness, kurtosis and
Jarque-Bera for BSE SENSEX, FTSE/JSE TOP 40, IBOVESPA,

INDEX recorded the highest mean return of 0.000275, with
the standard deviation of 0.013563. The second largest

the highest standard deviation of 0.015722, with mean returns

standard deviation of 0.015449 and 0.01426 respectively,
with the mean return of 0.0000281and 0.000183. Negative

mean return was recorded in GDAXI index at 0.000252, with
100, FTSE MIB, GDAXI, NIKKEI 225, NYSE COMPOSITE, S&P :
TSX COMPOSITE (G7) during the study period April 2004 to
March 2014. Among the BRICS nations’ indices, the highest
mean return was recorded in BSE SENSEX (0.000681), with
the standard deviation of 0.016175. FTSE /JSE TOP 40 INDEX :

the standard deviation of 0.013814 during the study period.
CAC 40 index, FTSE 100 INDEX, FTSE MIB, GDAXI returns
were positively skewed but NIKKEI 225, NYSE COMPOSITE
INDEX, S&P TSX COMPOSITE INDEX returns were negatively
skewed during the study period. The sample indices returns of

: G7 stock markets were leptokurtic as the kurtosis value was
the lowest standard deviation of 0.013931. SSE COMPOSITE :
witnessed a mean return of 0.000196, with the standard :
deviation of 0.016514. IBOVESPA recorded the second highest :
standard deviation of 0.018023, with the mean return of :

greater than the three. The Jarque-Bera test clearly showed
the sample index daily returns of BRICS and G7 nations’ stock
markets to be normally distributed during the study period
from April 2004 to March 2014.

Table - 2 Results of Descriptive statistics for sample indices daily returns of BRICS and G7 countries’ stock markets

Mean Std. Dev. Skewness Kurtosis Jarque-Bera
BRICS INDICES
BSE SENSEX 0.000681 0.016175 0.194415 12.34458 9020.584
FTSE JSE TOP 40 0.000674 0.013931 -0.01887 6.624118 1386.359
| BOVESPA 0.000485 0.018023 0.16149 9.167342 3936.41
RTS INDEX 0.000049 0.022235 0.922427 15.90244 17872.41
SSE COMPOSITE 0.000196 0.016514 -0.13212 6.682543 1430.114
Cont
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Mean Std. Dev. Skewness Kurtosis Jarque-Bera
G7 INDICES
CAC 40 0.000183 0.01426 0.245431 10.6078 6330.186
FTSE 100 0.000226 0.011919 0.043897 12.24574 9290.076
FTSE MIB 0.000028 0.015449 0.116281 9.027274 3882.275
GDAXI -0.00025 0.013814 0.164745 9.64453 4717.202
NIKKEI 225 0.000221 0.015722 -0.33945 11.14403 6834.453
NYSE COMPOSITE 0.000275 0.013563 -0.16588 13.6696 11945.81
S&P TSX COMPOSITE 0.000267 0.011761 -0.5018 13.55288 11985.92

Source: Data collected from yahoo finance and FTSE computed from E Views 7

The results of test of normality, using Kolmogorov-Smirnov and Shapiro-Wilk Tests for the daily returns of sample indices of
BRICS and G7 nations, during the study period from April 2004 to March 2014, are presented in the Table - 3. The prob. values
for all sample indices of BRICS and G7 nations were <0.001, which was less than 0.05. Hence the results were statistically
significant. These results proved that the BRICS and G7 nations’ stock market indices daily returns were normally distributed
in the study period. Hence the Null Hypothesis, NH_, “The BRICS and G7 countries’ stock market index daily price returns are
not normally distributed during the study period”, is Rejected.

Table - 3 Results of Normality Test for BRICS and G7 nations’ stock market indices daily returns

Kolmogorov-Smirnova Shapiro-Wilk
BRICS and G7 Indices
Statistic df Sig. Statistic df Sig.
BRICS INDICES
BSE SENSEX 0.076 2475 <0.001 0.924 2475 <0.001
| BOVESPA 0.057 2475 <0.001 0.944 2475 <0.001
RTS Index 0.103 2475 <0.001 0.876 2475 <0.001
SSE Composite 0.074 2475 <0.001 0.952 2475 <0.001
FTSE/JSE Top 40 0.055 2475 <0.001 0.958 2475 <0.001
S&P/TSX Composite 0.097 2456 <0.001 0.886 2456 <0.001
G7 INDICES
CAC 40 0.078 2456 <0.001 0.921 2456 <0.001
GDAXI 0.088 2456 <0.001 0.92 2456 <0.001
Cont
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Kolmogorov-Smirnova Shapiro-Wilk
BRICS and G7 Indices
Statistic df Sig. Statistic df Sig.
G7 INDICES

FTSE MIB 0.084 2456 <0.001 0.926 2456 <0.001

Nikkei 225 0.068 2456 <0.001 0.928 2456 <0.001

FTSE 100 0.088 2456 <0.001 0.903 2456 <0.001

NYSE Composite 0.107 2456 <0.001 0.875 2456 <0.001

Source: Data collected from yahoo finance and FTSE computed from SPSS 17

df - degrees of freedom

The Augmented Dickey Fuller Test and Phillips-Perron Test :
results, for daily returns of BRICS nations’ sample indices,
during the study period from April 2004 to March 2014, are :
presented in the Table — 4. Augmented Dickey Fuller Test :
statistic values for sample indices of BRICS nations’ stock :
markets, namely, BSE SENSEX (-46.56921), FTSE/JSE TOP
40 INDEX (-50.24227), IBOVESPA INDEX(-50.42415), RTS :
INDEX(-45.05102), SSE COMPOSITE INDEX(-49.96953) and :
G7 nations stock market indices, namely, CAC 40 (-33.22623),
FTSE 100 INDEX (-26.06543), FTSE MIB (-50.92903), GDAXI

(-50.30337), NIKKEI 225 (-51.83306), NYSE COMPOSITE INDEX
(-39.58426), S&P TSX COMPOSITE INDEX (-23.50265) were
less than the test critical value at 1%, 5% and 10%. Phillips-
Perron Test statistics values of BRICS and G7 nations stock
market indices were also less than the test critical value at 1%,
5% and 10% level. Both the tests confirmed that BRICS and
G7 nations’ stock markets sample indices daily returns were
stationary. Hence the Null Hypothesis NH ,, “The daily index
returns of BRICS and G7 stock markets are not stationary
during the study period”, is Rejected.

Table — 4 Results of Augmented Dickey-Fuller Test and Phillips-Perron Test for BRICS and G7 countries’ Stock
markets sample indices daily returns

BRICS and G7 D'?Ekg:;f:ltj‘lelzr Phillips-Perron test fest critical values:
Indices test statistic Stat'?“?
(T-statistics) (T-statistics) 1% level 5% level 10% level
BSE SENSEX -46.56921 -46.46832 -3.432799 -2.862508 -2.56733
FTSE JSE TOP 40 -50.24227 -51.03327 -3.432739 -2.862481 -2.567316
| BOVESPA -50.42415 -50.85341 -3.432797 -2.862507 -2.56733
RTS INDEX -45.05102 -45.05203 -3.432747 -2.862485 -2.567318
SSE COMPOSITE -49.96953 -49.99716 -3.432754 -2.862488 -2.56732
CAC 40 -33.22623 -54.49792 -3.432662 -2.862447 -2.567298
FTSE 100 -26.06543 -54.0033 -3.432668 -2.86245 -2.567299
Cont
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Augmented s Test critical values:

BRICS and G7 Dickey-Fuller | PRillips-Perron test
. . . statistic

Indices test statistic T-statisti

(T-statistics) (T-statistics) 1% level 5% level 10% level
FTSE MIB -50.92903 -51.02479 -3.43271 -2.862469 -2.56731
GDAXI -50.30337 -50.37302 -3.432714 -2.86247 -2.56731
NIKKEI 225 -51.83306 -51.93483 -3.432819 -2.862517 -2.567335
NYSE
COMPOSITE -39.58426 -55.49443 -3.432757 -2.862489 -2.567321
S&P TSX
COMPOSITE -23.50265 -52.87044 -3.432717 -2.862472 -2.567311

Source: Data collected from yahoo finance and FTSE computed from E Views 7

Table - 5 shows the results of GARCH (1, 1) model for BRICS
and G7 nations’ stock market indices daily returns. The sum
of co efficient value of ARCH (1) and GARCH (1) for BRICS
indices, BSE SENSEX (0.98488), FTSE/JSE TOP 40 (0.9873),
IBOVESPA (0.977), RTS INDEX (0.97912), SSE COMPOSITE :
(0.99048) and G7 nations stock market indices, CAC 40
(0.9885), FTSE 100 INDEX (0.99198), FTSE MIB (0.99891),
GDAXI (0.98741), NIKKEI 225 (0.98592), NYSE COMPOSITE
INDEX (0.98828), S&P TSX COMPOSITE INDEX (0.98951)

: was close to one and there was significant difference at 1%,
: 5% and 10% level. The results clearly indicate that BRICS and
i G7 indices daily returns were volatile. Among the BRICS and
: G7 nations’ stock market indices, the FTSE MIB experienced

high volatility when compared to other indices during the

: study period from April 2004 to March 2014. Hence the Null
: Hypothesis NH _ “There is no significant volatility in the daily
¢ index returns of BRICS and G7 countries’ stock markets during
: the study period”, is Rejected.

Table - 5 Results of GARCH (1, 1) Model for BRICS and G7 countries’ Stock markets sample indices daily returns

INDICES Coefficient a B a+p
BRICS INDICES
BSE SENSEX 0.0000044 0.10318 0.8817 0.98488
FTSE JSE TOP 40 0.0000023 0.09172 0.89558 0.9873
| BOVESPA 0.0000065 0.07394 0.90306 0.977
RTS INDEX 0.0000098 0.12445 0.85467 0.97912
SSE COMPOSITE 0.0000025 0.04697 0.94352 0.99048
G7 INDICES

CAC 40 0.00000231 0.08903 0.89947 0.9885
FTSE 100 0.00000118 0.09585 0.89613 0.99198
FTSE MIB 0.00000098 0.08253 0.91638 0.99891
GDAXI 0.00000233 0.08562 0.90179 0.98741
NIKKEI 225 0.00000382 0.11173 0.87419 0.98592
NYSE COMPOSITE 0.00000154 0.085 0.90328 0.98828
S&P TSX COMPOSITE 0.00000101 0.07509 0.91442 0.98951

Source: Data collected from yahoo finance and FTSE computed from E Views 7
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The results of co integration test, using Johansen co integration :
: indices - CAC 40, FTSE 100, FTSE MIB, GDAXI, NIKKEI 225,
study period from April 2004 to March 2014, are exhibited in :

test, for BRICS and G7 nations’ stock market indices, during the

Table - 6. The Trace Statistics and Max-Eigen Statistics values
of Johansen co integration test for BRICS and G7 nations’

sample indices of BRICS nations stock markets namely, BSE

ESEARCH BULLETIN

COMPOSITE were co integrated with G7 nations’ stock markets

NYSE COMPOSITE, and S&P TSX COMPOSITE, during the

¢ study period and these results confirmed that BRICS stock
. indices enjoyed long run relationship with G7 stock indices.
stock market indices were greater than the critical value at :
5% level (0.05). Therefore, the results indicate that all the : run relationship between daily index return of BRICS and G7
: countries stock markets during the study period”,

SENSEX, FTSE/JSE TOP 40, IBOVESPA, RTS INDEX and SSE

Hence Rejected the Null Hypothesis NH_,, “There is no long

oy’

Table - 6 Results of Johansen Co-Integration test for BRICS and G7 Nations’ Stock Markets Indices

BRICS and G7 Hypothesized No. of Trace 0.05 Critical Max-Eigen 0.05 Critical
Indices CE(s) Statistic Value Statistic Value
BSE SENSEX and G7 indices
None 1059.949 15.49471 557.7526 14.2646
CACL40
At most 1 502.1968 3.841466 502.1968 3.841466
None 1020.265 15.49471 545.2182 14.2646
FTSE 100 INDEX
At most 1 475.0473 3.841466 475.0473 3.841466
FTSE MIB None 1027.334 15.49471 531.4318 14.2646
INDEX At most 1 £495.9021 3.841466 495.9021 3.841466
conxi None 1002.155 15.49471 523.8207 14.2646
At most 1 478.3339 3.841466 478.3339 3.841466
None 1002.743 15.49471 532.6152 14.2646
NIKKEI 225
At most 1 470.1277 3.841466 470.1277 3.841466
NYSE None 1043.844 15.49471 545.9627 14,2646
COMPOSITE
INDEX At most 1 497.8814 3.841466 497.8814 3.841466
S&P TSX None 1022.278 15.49471 5226113 14.2646
COMPOSITE
INDEX At most 1 499.6668 3.841466 499.6668 3.841466
FTSE JSE TOP 40 and G7 indices
None 141.713 15.49471 585.8021 14.2646
CAC40
At most 1 555.9108 3.841466 555.9108 3.841466
None 1092.986 15.49471 570.8756 14.2646
FTSE 100 INDEX
At most 1 522.1105 3.841466 522.1105 3.841466
FTSE MIB None 1102.118 15.49471 570.8172 14.2646
INDEX At most 1 531.3005 3.841466 531.3005 3.841466
Cont
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con None 1089.849 15.49471 573.0989 14,2646
At most 1 516.7505 3.841466 516.7505 3.841466
None 1061.663 15.49471 577.4989 14,2646
NIKKEI 225
At most 1 484.1643 3.841466 4841643 3.841466
NYSE None 1118.482 15.49471 573.8906 14,2646
COMPOSITE
INDEX At most 1 544.5913 3.841466 544.5913 3.841466
S&P TSX None 1112.336 15.49471 581.3413 14.2646
COMPOSITE
INDEX At most 1 530.9947 3.841466 530.9947 3.841466
I BOVESPA and G7 indices
None 1081.32 15.49471 589.3116 14.2646
CACL0
At most 1 492.0083 3.841466 492.0083 3.841466
None 1043.289 15.49471 5245557 14.2646
FTSE 100 INDEX
At most 1 518.7328 3.841466 518.7328 3.841466
FTSE MIB None 1047.394 15.49471 534.7548 14,2646
INDEX At most 1 512.6391 3.841466 512.6391 3.841466
con None 1024.458 15.49471 522.6849 14,2646
At most 1 501.7735 3.841466 501.7735 3.841466
None 1026.494 15.49471 548.5925 14.2646
NIKKEI 225
At most 1 477.9018 3.841466 477.9018 3.841466
NYSE None 1058.401 15.49471 539.9863 14,2646
COMPOSITE
INDEX At most 1 518.4151 3.841466 518.4151 3.841466
S&P TSX None 1045.893 15.49471 528.3272 14.2646
COMPOSITE
INDEX At most 1 517.5655 3.841466 517.5655 3.841466
RTS INDEX and G7 Indices
None 980.5236 15.49471 557.8373 14.2646
CACL40
At most 1 1422.6863 3.841466 422.6863 3.841466
None 945.9306 15.49471 522.1891 14.2646
FTSE 100 INDEX
At most 1 4237415 3.841466 4237415 3.841466
FTSE MIB None 954.7036 15.49471 534.322 14.2646
INDEX At most 1 420.3816 3.841466 420.3816 3.841466
con None 936.1079 15.49471 518.0266 14,2646
At most 1 418.0813 3.841466 418.0813 3.841466
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None 920.5284 15.49471 502.3728 14,2646
NIKKEI 225
At most 1 14181556 3.841466 1418.1556 3.841466
NYSE None 963.4967 15.49471 540.6727 14.2646
COMPOSITE
INDEX At most 1 422.824 3.841466 422.824 3.841466
S&P TSX None 941.015 15.49471 519.4642 14,2646
COMPOSITE
INDEX At most 1 4215508 3.841466 421.5508 3.841466
SSE COMPOSITE and G7 indices
None 967.9538 15.49471 583.1756 14,2646
CACA40
At most 1 384.7782 3.841466 384.7782 3.841466
None 915.8638 15.49471 517.1435 14.2646
FTSE 100 INDEX
At most 1 398.7203 3.841466 398.7203 3.841466
FTSE MIB None 928.2926 15.49471 534.807 14.2646
INDEX At most 1 393.4856 3.841466 393.4856 3.841466
con None 902.1025 15.49471 502.8708 14,2646
At most 1 399.2317 3.841466 399.2317 3.841466
None 900.5987 15.49471 505.0244 14,2646
NIKKEI 225
At most 1 395.5743 3.841466 395.5743 3.841466
NYSE None 938.6139 15.49471 539.9477 14.2646
COMPOSITE
INDEX At most 1 398.6661 3.841466 398.6661 3.841466
S&P TSX None 919.3888 15.49471 533.0734 14.2646
COMPOSITE
INDEX At most 1 386.3154 3.841466 386.3154 3.841466

Source: Data collected from yahoo finance and FTSE computed from E Views 7

Table - 7 represents the results of Vector Error Correction :
Model, for determining the short term dynamics between :
BRICS and G7 stock markets indices, during the study period
from April 2004 to March 2014. The co efficient values of

Vector Error Correction Model for BSE SENSEX and G7 indices,

reveal that all sample indices of BRICS nations’ witnessed

: Hypothesis NH
short run relationship with S&P TSX COMPOSITE as the values :
of coefficient were higher than the significant value of 0.05, :
followed by NYSE COMPOSITE which recorded short run :
relationship with BRICS indices, with the exemption of SSE :

COMPOSITE. FTSE 100, FTSE MIB and GDAXI experienced
short run relationship with FTSE/JSE TOP 40. IBOVESPA, RTS
INDEX and SSE COMPOSITE recorded short run relationship
with NIKKEI 225. Rest of the BRICS indices recorded short

© run relationship with some G7 indices during the study
FTSE JSE TOP 40 and G7 indices, | BOVESPA and G7 indices, :
RTS INDEX and G7 Indices, SSE COMPOSITE and G7 indices,

period. It is to be noted that there was short run relationship
between BRICS and G7 stock markets indices. Hence the Null
oy Thereis no short run relationship between
daily index returns of BRICS and G7 countries stock markets
during the study period * is Rejected.
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Table - 7 Results of Vector Error Correction model for daily returns of BRICS and G7 countries’ stock markets

indices.
BRICS and G7 INDICES Co efficient Standard Error T - Statistics
BSE SENSEX and G7 indices
CAC 40 5.27649 -0.1671 31.5857
FTSE 100 INDEX 4.64965 -0.146 31.8427
FTSE MIB -4.5274 -0.151 -29.98
GDAXI -2.549 -0.0921 -27.682
NIKKEI 225 -1.6591 -0.0651 -25.484
NYSE COMPOSITE INDEX 2.769 -0.1037 26.7105
S&P TSX COMPOSITE INDEX 2.24246 -0.0876 25.5994
FTSE JSE TOP 40 and G7 indices
CAC 40 -2.4526 -0.0792 -30.967
FTSE 100 INDEX 5.48168 -0.1703 32.1975
FTSE MIB 0.73082 -0.0367 19.9058
GDAXI 0.56735 -0.0368 15.4003
NIKKEI 225 -0.0863 -0.0299 -2.886
NYSE COMPOSITE INDEX 0.50453 -0.0395 12.7765
S&P TSX COMPOSITE INDEX 0.18788 -0.0396 4.74196
| BOVESPA and G7 indices
CAC 40 -4.5443 -0.1461 -31.109
FTSE 100 INDEX 4.5301 -0.1435 31.575
FTSE MIB -0.7344 -0.0424 -17.314
GDAXI -0.5127 -0.0427 -12.006
NIKKEI 225 0.10753 -0.0372 2.89407
NYSE COMPOSITE INDEX 0.36049 -0.0461 7.81435
S&P TSX COMPQOSITE INDEX 0.64183 -0.0535 11.9996
RTS INDEX and G7 Indices
CAC 40 -87.982 -2.7163 -32.39
FTSE 100 INDEX -10.555 -0.3251 -32.463
FTSE MIB 10.9742 -0.3576 30.6866
GDAXI -14.239 -0.4669 -30.497
NIKKEI 225 83.0709 -2.7891 29.784
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NYSE COMPOSITE INDEX 4.04733 -0.1464 27.6439
S&P TSX COMPOSITE INDEX 10.0784 -0.337 29.9095
SSE COMPOSITE and G7 indices
CAC 40 -4.9503 -0.1541 -32.119
FTSE 100 INDEX -16.608 -0.507 -32.755
FTSE MIB -15.134 -0.4926 -30.724
GDAXI 6.30018 -0.21 30.0002
NIKKEI 225 9.83034 -0.3324 29.5755
NYSE COMPOSITE INDEX -12.776 -0.424 -30.132
S&P TSX COMPOSITE INDEX 22.4652 -0.7468 30.0842

Source: Data collected from yahoo finance and FTSE computed from E Views 7

The results of Granger Causality Test, for BRICS and G7 nations’ :
stock market indices, during the study period from April 2004 :
to March 2014, are presented in the Table — 8. F statistic value
of FTSE/JSE TOP 40 revealed that there was unidirectional :
relationship with NYSE COMPOSITE and S&P TSX COMPOSITE,
followed by NIKKEI 225 and IBOVESPA, SSE COMPOSITE and
CAC 40, FTSE MIB and SSE COMPOSITE and only RTS INDEX
experienced bidirectional causal relationship with GDAXI as F

statistics values were greater than three and probability values
were less than 0.05. It is to be noted that some BRICS stock
markets indices enjoyed causal relationship with G7 nations’
stock market indices during the study period. Therefore, the
Null Hypothesis NH , “There is no causal relationship between
the BRICS and G7 countries’ stock markets index returns during
the study period”, is Rejected.

Table - 8 Results of Granger Causdlity Test for daily returns of BRICS and G7 countries’ stock market sample

indices
Null Hypothesis F-Statistic Prob. ?Ifzelfl’:ﬁdH/y gz{f::;g
CAC 40 does not Granger Cause BSE SENSEX 0.72723 0.4833 Accepted
BSE SENSEX does not Granger Cause CAC 40 0.17109 0.8428 Accepted
FTSE 100 does not Granger Cause BSE SENSEX 2.52303 0.0804 Accepted
BSE SENSEX does not Granger Cause FTSE 100 0.05051 0.9507 Accepted
FTSE MIB does not Granger Cause BSE SENSEX 0.51068 0.6002 Accepted
BSE SENSEX does not Granger Cause FTSE MIB 1.65762 0.1908 Accepted
GDAXI does not Granger Cause BSE SENSEX 1.21737 0.2962 Accepted
BSE SENSEX does not Granger Cause GDAXI 1.4319 0.2391 Accepted
NIKKEI 225 does not Granger Cause BSE SENSEX 1.15799 0.3143 Accepted
BSE SENSEX does not Granger Cause NIKKEI 225 2.27956 0.1025 Accepted
NYSE COMPOSITE does not Granger Cause BSE SENSEX 2.86582 0.0571 Accepted
BSE SENSEX does not Granger Cause NYSE COMPOSITE 0.51315 0.5987 Accepted
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. - Accepted / Rejected
Null Hypothesis F-Statistic Prob. the Null Hypothesis
S&P TSX COMPOSITE does not Granger Cause BSE SENSEX 0.55736 0.5728 Accepted
BSE SENSEX does not Granger Cause S&P TSX COMPOSITE 0.52938 0.589 Accepted
FTSE\JSE TOP 40 does not Granger Cause CAC 40 0.38686 0.6792 Accepted
CAC 40 does not Granger Cause FTSE JSE TOP 40 0.43592 0.6467 Accepted
FTSE JSE TOP 40 does not Granger Cause FTSE 100 0.36584 0.6936 Accepted
FTSE 100 does not Granger Cause FTSE JSE TOP 40 0.41592 0.6598 Accepted
FTSE JSE TOP 40 does not Granger Cause FTSE MIB 2.9583 0.0521 Accepted
FTSE MIB does not Granger Cause FTSE JSE TOP 40 2.78046 0.0622 Accepted
FTSE JSE TOP 40 does not Granger Cause GDAXI 0.7371 0.4786 Accepted
GDAXI does not Granger Cause FTSE JSE TOP 40 1.37791 0.2523 Accepted
FTSE JSE TOP 40 does not Granger Cause NIKKEI 225 0.80312 0.448 Accepted
NIKKEI 225 does not Granger Cause FTSE \JSE TOP 40 0.3424 0.7101 Accepted
FTSE\JSE TOP 40 does not Granger Cause NYSE COMPOSITE 4.67512 0.0094* Rejected
NYSE COMPOSITE does not Granger Cause FTSE/JSE TOP 40 0.75428 0.4705 Accepted
FTSE JSE TOP 40 does not Granger Cause S&P TSX COMPOSITE 0.97501 0.3773 Accepted
FTSE JSE TOP 40 does not Granger Cause S&P TSX COMPOSITE 4.77024 0.0086** Rejected
IBOVESPA does not Granger Cause CAC 40 1.82293 0.1618 Accepted
CAC 40 does not Granger Cause INDEX 1.81458 0.1631 Accepted
IBOVESPA does not Granger Cause FTSE 100 INDEX 0.89012 0.4107 Accepted
FTSE 100 does not Granger Cause IBOVESPA 0.975 0.3773 Accepted
IBOVESPA does not Granger Cause FTSE MIB 0.38136 0.683 Accepted
FTSE MIB does not Granger Cause IBOVESPA 1.05343 0.3489 Accepted
IBOVESPA does not Granger Cause GDAXI 0.21105 0.8097 Accepted
GDAXI does not Granger Cause IBOVESPA INDE 0.12143 0.8857 Accepted
IBOVESPA does not Granger Cause NIKKEI 225 1.4772 0.2285 Accepted
NIKKEI 225 does not Granger Cause IBOVESPA 3.431mM 0.0325* Rejected
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Null Hypothesis F-Statistic Prob. ?I:gelesﬁdH/)/ g:{fg;g
IBOVESPA does not Granger Cause NYSE COMPOSITE 1.94463 0.1433 Accepted
IBOVESPA does not Granger Cause NYSE COMPOSITE 2.71804 0.0662 Accepted
IBOVESPA does not Granger Cause S&P TSX COMPOSITE 0.06814 0.9341 Accepted
S&P TSX COMPOSITE does not Granger Cause | BOVESPA 0.70314 0.4951 Accepted
RTS does not Granger Cause CAC 40 1.50715 0.2217 Accepted
CAC 40 does not Granger Cause RTS 1.05808 0.3473 Accepted
RTS does not Granger Cause FTSE 100 0.29877 0.7418 Accepted
FTSE 100 does not Granger Cause RTS 2.0549 0.1283 Accepted
RTS does not Granger Cause FTSE MIB 0.31564 0.7293 Accepted
FTSE MIB does not Granger Cause RTS 0.69297 0.5002 Accepted
RTS does not Granger Cause GDAXI 5.02015 0.0067** Rejected
GDAXI does not Granger Cause RTS 4.41796 0.0122* Rejected
RTS does not Granger Cause NIKKEI 225 1.36838 0.2547 Accepted
NIKKEI 225 does not Granger Cause RTS 0.65939 0.5173 Accepted
RTS does not Granger Cause NYSE COMPOSITE 0.38462 0.6808 Accepted
NYSE COMPOSITE does not Granger Cause RTS 1.26671 0.2819 Accepted
RTS does not Granger Cause S&P TSX COMPOSITE 1.12651 0.3243 Accepted
S&P TSX COMPOSITE does not Granger Cause RTS 0.34655 0.7072 Accepted
SSE COMPOSITE does not Granger Cause CAC 40 8.42981 0.0002** Rejected
CAC 40 does not Granger Cause SSE COMPOSITE 0.48783 0.614 Accepted
SSE COMPOSITE does not Granger Cause FTSE 100 0.4217 0.656 Accepted
FTSE 100 does not Granger Cause SSE COMPOSITE 1.20697 0.2993 Accepted
SSE COMPOSITE does not Granger Cause FTSE MIB 0.2009 0.818 Accepted
FTSE MIB does not Granger Cause SSE COMPOSITE 4.40083 0.0124* Rejected
SSE COMPOSITE does not Granger Cause GDAXI 0.15331 0.8579 Accepted
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Null Hypothesis F-Statistic Prob. ?Ifgeﬁlt:laldH/y gz{f::s?sj
GDAXI does not Granger Cause SSE COMPOSITE 0.4288 0.6513 Accepted
SSE COMPOSITE does not Granger Cause NIKKEI 225 2.52558 0.0802 Accepted
NIKKEI 225 does not Granger Cause SSE COMPOSITE 0.7171 0.4881 Accepted
SSE COMPOSITE does not Granger Cause NYSE COMPOSITE 0.92628 0.3962 Accepted
NYSE COMPOSITE does not Granger Cause SSE COMPOSITE 1.25499 0.2853 Accepted
SSE COMPOSITE does not Granger Cause S&P TSX COMPOSITE 0.40087 0.6698 Accepted
S&P TSX COMPOSITE does not Granger Cause SSE COMPOSITE 1.08179 0.3391 Accepted

Source: Data collected from yahoo finance and FTSE computed from E Views 7

**= significant at 1% Level
* = significant at 5% Level

Summary and Conclusion

This study investigated the stock market linkages between

Kolmogorov-Smirnov Test (K-S test), Augmented Dickey Fuller

Causality Test were used to analyze the stock market linkages.

and G7 nations’ stock market indices daily price return were

index which exhibited bidirectional relationship among the
: BRICS and G7 stock indices. Unidirectional relationship was
: noticed between NIKKEI 225 and FTSE/JSE TOP 40 INDEX,
BRICS and G7 stock market indices during the study period :
from April 2004 to March 2014. Descriptive Statistics, :
CAC 40 INDEX, FTSE MIB and SSE COMPOSITE INDEX. From
Test, Phillips — Perron Test, GARCH (1, 1) Model, Johansen Co
Integration Test, Vector Error Correction Model and Granger :

S&P TSX COMPOSITE INDEX and FTSE/JSE TOP 40 INDEX,
NIKKEI 225 and IBOVESPA INDEX, SSE COMPOSITE INDEX and

the empirical analysis, the study found BRICS and G7 stock
markets indices to have experienced both long run and short

¢ run linkages, but some indices did not record short run linkages
Kolmogorov -Smirnov Test (K-S test) revealed that the all the :
sample indices daily price return of BRICS and G7 countries’
stock markets were normally distributed. The Augmented
Dickey Fuller Test and Phillips - Perron Test found out that
the sample indices of BRICS and G7 nations’ stock markets :
daily returns attained stationarity at the level difference. BRICS :
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Event Based Analysis of the Corporate
Bond Market in India through a 7i

Framework

Abstract

A well functioning and efficient corporate bond market is
necessary for any economy. While most developed markets
like the US have one in place, emerging economies are
slowly realizing the importance of one. The need was
especially highlighted post the Asian currency crisis
in the late 1990s. India, a predominantly bank based
economy, has been taking numerous measures to deepen
its corporate bond markets over the last decade. The Patil
Committee Report published in 2005, brought to light
the various areas in which the regulators, RBI and SEBI,
needed to concentrate to increase the traded volumes
in this market. Some of the areas brought out by this
report were the lack of demand and supply of bonds, weak
infrastructure, lack of retail participation etc. This paper
seeks to establish through the 7i Framework of the RBI,
the strides the market has already made in this regard and
the possible areas that still need a push. The researchers
have relied on the published news reports pertaining to
the corporate bond markets in India to collect data on
the issuances for the calendar year 2015 as well as other
material information concerning the markets. These have
been discussed in detail to identify which of the 7i’s is the
focus area for policy development and where there remains
further room for action.

Key Words

Corporate Bond Markets, Indian Corporate Bond Markets,
71 Framework

Shagun Thukral

: Background and Context

: The credit markets in India are heavily reliant on the banking
: system as the corporate bond markets contribute only 21%
¢ of the total financing in contrast to developed economies
. where this is almost 80% (Sengupta and Anand, 2014). This
: dependence on banks has created significant strain on the
: banks balance sheets, rising non-performance assets and
¢ lack of funds for small and medium enterprises. (Korivi and
Rachappa, 2012; Korivi and Tandon, 2013).

¢ The focus on developing a corporate bond was felt soon after
: the Asian Crisis of 1997-99 where although India remained
¢ insulated to some extent on account of strict capital controls,
. other South-East Asian economies suffered a currency crisis.
¢ A high-level Committee under the leadership of Dr. R.H. Patil
: was set up to study the factors constraining the development
. of corporate bond markets in India. The Committee presented
: its findings in December 2005 post which the government and
¢ regulators focused their attention to developing this market.

: Several policy initiatives, high level committees and regulatory
: changes have resulted in a positive impetus to the flagging
: corporate bond market in India. One of the prominent areas
¢ where the corporate bond market was considerably lacking
¢ was the weak financial infrastructure. The Patil Committee
. report (2005) as well as Raghavan et al, (2014) pointed out
: that the transparency, reliability and timeliness of information
: was missing in the Indian corporate bond markets. One of
. the reasons for this was perhaps the Over the Counter (OTC)
¢ nature of the market, small number of institutional investors,
: no trading, reporting or settlement platforms, counterparty
¢ risk etc.

: With the setting up of the Wholesale Debt Market on the
¢ national stock exchanges (NSE and BSE), some of these
: constraints have been done away with leading to an
: improvement in the financial infrastructure of the markets.
¢ Trades must now be reported within minutes of its conclusion
: aswell as settled through the exchange. However, counterparty
¢ risk still remains as there is no settlement guarantee.
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Another area of concern identified was the lack of demand

and supply of corporate bonds. Demand is concentrated in :
the hands of large institutional players like mutual funds and :
insurance companies that have strict regulatory requirements
on credit quality. Moreover there is a crowding out by the :

large issuances by the government bonds. Retail participation : | |ndia too, similar attempts were made through policy

is minimal and investment by Foreign Investors is regulated : jnitiatives and improvements in infrastructure. A high level

and limited to USD 51 Bn. Luengnaruemitchai and Ong (2005), : committee headed by Dr. R.H Patil was set up in 2005 to submit

pointed out that the lack of innovative debt instruments :  their findings on the factors constraining the development of

as well as derivative instruments also been a factor in the ! the corporate bond markets in India.

under-developed nature of this market. On the supply side, : . . )
corporate prefer to access the banking system, especially the : Ihe Totmn:]lttesdfound”tf;aaat.st:.)rr:g mfra?rt]rntictnutrg V\::Elhrztrﬁ(n%
companies with lower credit quality that do not find investors. : eguiations and a wetl tunctioning government bo arke
Also the issuance costs like stamp duties sometimes act as : were imperative for giving an impetus to the corporate bond

: markets. Luengnaruemitchai and Ong (2005) also voiced
: similar opinions where they stated that a liquid sovereign

However, the data collected and analysed in this paper : hond market serves as benchmark for pricing corporate

suggests that we are seeing an uptick in the issuances. : secyrities along with the fact that a strong legal framework

Measures like introduction of repo in corporate bonds, : yqyd go a long way in promoting this market. The lack of

¢ this, pointed out Khanna and Vattoril (2012), has been one

the NSE are creating the required environment fora push in : of the reasons that market hasn’t developed as expected,

¢ specifically when it came to sound bankruptcy laws and tax
The structure of this paper is as follows: Section 1 briefly :
reviews the existing body of literature identifying the various :
issues and challenges plaguing the Indian Corporate Bond :
markets. Section 2 discusses the RBI's 7i Framework explaining :

: Another area highlighted by the committee was that pertaining

entails and the current status of each of ! 4 the credit assessment process. This included credit rating,

them. Section 3 looks at the data collected through newspaper : (radit enhancement processes, structured assets.

articles for calendar year 2015 within RI's 7i Framework to : While all the above mentioned areas deal with systemicissues
determine which of the 7i’s are lagging and require further : that need t ve. there al iste an inh { ismatch
attention. Section 4summarizes the findings and arrives at : at need Lo evolve, there also exists an inherent mismatch on
: the demand and supply of corporate bonds in India. Demand
: is driven by insurance companies, mutual funds and retirement
. funds like pension and provident funds. Retail participation
¢ is almost negligible and restricted to a few NBFC issues.
. Investment by Foreign Portfolio Investors (FPI) is regulated
¢ by the RBI and is limited to USD 51 Bn. Therefore, the number

of America or the United Kingdom. Various studies on the :

a hindrance to issuers.

renewed interest and trading in the interest rate futures on

the development of the corporate bond markets.

nln

what each of the

the conclusions.

Section 1 : Literature Review

India has inherently been a bank-based economy, unlike
developed market economies like that of the United States

superiority of either financial system show that while neither
is better than the other, a financial system with both a well

for diversity in the financial system (Eichengreen, 2006).

savings.

The importance was further highlighted during the Asian Crisis
of 1997-98, where it was felt that the presence of an efficient
and developed bond market may have reduced the extent of
the crisis. The early 2000s saw most Asian economies focus on

would be one to emulate which emphasized on the government

ESEARCH BULLETIN

for the corporate market. The infrastructure was reformed
with electronic trading, clearing and settlement processes.
Moreover, the securitization market was also developed along
with credit enhancement mechanisms to increase liquidity
(Park, 2008)

regimes.Lack of transparency, timeliness of information and a
small investor base also contributed to the lethargic condition
of the corporate bond markets. (Raghavan et al., 2014).

of players is extremely small and narrow. Other than the

¢ mutual funds, the maturity and risk profile of the investors
¢ is skewed towards long term and low risk. In contrast, the
developed bond market and a stable banking system allows :

supply is concentrated to public sector financial institutions

: and NBFCs where maturity is typically less than 10 years. As
Herring and Chitusripitak (2000), pointed out that if there : a result liquidity in the market is poor.
is an absence of a well developed bond market, interest : | 3 of innovative debt-instruments or related derivative

rates would not be market determined and there would be instruments have also largely affected the growth of the

inefficiencies in the system in measuring cost of capital and © Corporate Bond markets in India (Luengnaruemitchaiand
: Ong, 2005; Mitra, 2009).Development of a Credit Default
¢ Swaps has acted as a catalyst for price discovery ofcorporate
¢ bonds in the US markets. However, in case of India, a strong
: and liquid bond market should be the backdrop for such
¢ breakthroughs (Patil, 2005; Shim and Zhu, 2010).

developing the corporate bond markets. The Korean example © High issuance costs along with differential stamp duty and
i TDS laws are also some of the reasons that have impeded the

bond market so that there would be a strong benchmark : geyelopment of corporate bond markets in India (Raghavan
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and Sarwono, 2012; Khan, 2012; Patil, 2005).

Market

_

Investors

2. Issuers

3. Instruments
4. Infrastructure
5. Intermediaries
6. Incentives
7. Innovation

envisioned by the RBI in their discussions.

Investors

As mentioned earlier, the investor base in the corporate debt :
market is narrow and limited to banks, insurance companies, :
provident funds, Primary Dealers (in a small way) and pension :
funds. The current investment guidelines for most of these :
entities are stringent and require a large part of their portfolios :
be invested in either government securities or high-quality :
corporate bonds. As a result there is a reluctance to invest in :
low-rated papers. There is a case for allowing banks to provide :
credit enhancement to such low rateq Instruments as they have : similarly with CDS, there are several restrictions on regulatory
aceess FO bank ﬁnance‘. However, this will resultin an INCreAse - 4nd exposure norms that currently does not make it viable
in the risk of the banking system. In a recent address by Shri :
HR Khan (Oct 20].5)’ he has stated the need fo'r.llberallzmg relooked at along with increasing participation from other
the investment guidelines for the regulated entities to allow :
for more active participation. He also made a case for allowing :

them to invest in certain interest rate derivatives like interest : ! ° 151
¢ also be relaxed to allow investment in Municipal Bonds.

rate swaps, repos and credit default swaps.

Participation of retail investors in the corporate bond market :
also needs to be encouraged. While their role is currently :
miniscule, there has been an uptick in their activity when :
it comes to tax-free bonds issued by infrastructure activity. :
It was also found that public issues of NBFCs offering high :
coupons, were oversubscribed. The framework by RBI suggests :
issuing zero coupon bonds with clear tax norms and having :

a quota for retail investors to encourage participation from : owever the same level of infrastructure is yet to be achieved

: for corporate bonds. Few steps have been taken. For eg. The
. clearing houses of stock exchanges now have a transitory

this segment.

Issuers

The RBI points out that some of the reasons that the Indian :
financial system continues to be heavily dependent on the :
banking system is on account of ease of access, lack of credit :
risk mitigation, no sound bankruptcy framework and absence :
of interest from long term investors like insurance companies. :

In addition, public sector undertakings and banks dominate

: the issuances with 95% of them being privately placed.
Section 2: RBI's 7i Framework for a Vibrant Debt :

(SEBI). There is a concentration of ratings in AA or higher

: with maturities in the 2 to 5 year segment. Moreover, issuance

1 costs like stamp duties, transfer costs also deter companies
Based on the factors highlighted so far, the Deputy Governor of : P P

RBI, Shri HR Khan has, on numerous occasions and platforms, :
spoken about a “7i Framework” for the development of :
corporate bond markets in India. These 7 I's encompass all :
the relevant and critical components that are important for :
a well functioning and vibrant market. These are as follows: :
¢ There is also talk of enabling a municipal bond market
¢ although this is largely dependent on an active corporate
: bond market. Currently there is very little interest in this
: segment and almost no secondary market trading.

in tapping the bond markets.

To overcome these issues, the RBI has suggested the re-
issuance of existing bonds with the same ISIN code. This
will help increase liquidity and reduce cost of issuances.
However there seems to be some resistance on this front.

. Instruments

¢ Trading in the corporate bond market is highly concentrated
. ) . .+ ¢ in plain vanilla fixed coupon bonds. Although a lot of
We will now discuss each of these components in detail as ¢ innovation in structures has come to the market, it finds
: limited demand on account of issues like prices, valuation,

¢ liquidity etc. Instruments like corporate bond repo, credit

default swaps, interest rate futures, structured assets, etc
have long been permitted by the regulators but have seen
limited trading.

The lack of interest in corporate bond repo has been
attributed to the non-signing of the Global Master Repo
Agreement as well as the fact that two of the biggest
investors —insurance companies and mutual funds - are
not permitted to lend in the repo market.

for banks to trade in there securities. These norms are being

players.
Investment Guidelines for insurance and pension funds may

Infrastructure

The government bond market has grown leaps and bounds
as the RBI enhanced the market infrastructure to create
an efficient, transparent and robust system. This included
an electronic bidding system for primary issuances, DvP-IlI
mode of settlement, RTGS, online trading platform-NDS and
NDS-OM and guaranteed settlement through CCIL.

pooling account facility for the settlement of OTC trades
in the bond market on a DvP-1 basis. This takes away
counterparty risk to some extent.

The NSE has set up an online trading platform for privately
placed bonds however it hasn't picked up on account of high
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margins, penalties and absence of DvP-II settlement like in

the case of government bond markets. There is a need to set
up an online trading platform for corporate bond repo as well. :
The corporate bond markets are also heavily reliant on the : i the leading financial dailies for the calendar year 2015. All

credit assessment of rating agencies. Improvement in their : News items pertaining to the corporate bond markets have

disclosure and transparency norms will also help the market. : been considered. The newspapers that have been considered

This is specifically important given the role of these agencies : are as follows (in alphabetical order):

in the 2008 crisis as well as recent events of defaults in India.

In terms of infrastructure and framework, the one area that
needs immediate attention is reform of bankruptcy law to :
ensure that there is streamlining and resolution of insolvency :

case in an accelerated manner.

Intermediaries

The role of intermediaries in the corporate bond markets is

6. Hitvada

There is an absence of a market making scheme- like Primary :

Dealers in the government bond segment - which resultsin ; 7- Hindustan Times

low liquidity in the secondary markets. The RBI has suggested : g jndian Express

that the stock exchanges maybe able to work with regulators :
© 9. Live Mint

limited to merchant bankers, brokers and rating agencies.

to provide such a facility in this segment.

Incentives

duty and other issuance costs. The RBI has suggested the

issuances in this segment.
Recently (March 2015), the RBI has issued a discussion

Innovation

deal with these Innovative products. There have been some

strides made in this regard to meet the needs of issuers as :
well as investors. Some of the suggestions of the RBI on this :
regard are the introduction of Partial Credit Enhancements :
(PCE) by banks to improve ratings of certain issuances. A :
bond index can also be developed to serve as a benchmark :
¢ forefront.

although this has met with a lot of challenges.

Section 3 : Data Collection and Methodology

Bloomberg etc. This data primarily comprises of total issuances

ESEARCH BULLETIN

as well as investments by various category of investors. In
order to get a much granular level of data, we have decided to
look at data in the form of press releases which are published

—_

. BusinessLine
. Business Standard
. DNA

2

3
4. Economic Times
: 5

. Financial Express

10. Times of India
One of the reasons attributed by corporate for preference : |, the calendar year 2015, assuming a total of 365 days,

of bank credit over the markets, is the complexity of stamp : adjusting for weekends and public holidays, there are

: about 250 working days. Against this, the researchers have

rationalizing of stamp duty laws in order to incentivize issuers : gjlected 253 published news reports.This is a little over 100%

to tap the corporate bond markets. Moreover there remains : ¢ information hit, or in simple words, there is some news

disparity between investors on tax laws pertaining toTDS : pertaining to the corporate bond market published every

and withholding tax where insurance companies and mutual : day.(Annexure 1)

funds are exempt. There is also a need to relook at the tax :

provisions of securitized debt and the SPVs to allow for more report keeping the RBI's 7i Framework in mind. Fach piece of

: news has embedded within in it potentially 7 aspects of the

* bond market - Investors, Issuers, Intermediaries, Instruments,

paper on restricting the exposure of a large corporate to the : Infrastructure, Incentives and Innovation. This information

banking system. This will necessitate that corporate access : s c|assified under the respective head. This is not mutually

both banks and the markets for the funding requirements. exclusive, implying that each piece of news item will have at
¢ least 1 classification and a maximum of 7 classifications (only

Innovation in financial markets needs to be done while : 1Per head for 1 piece of news).

ensuring an adequate risk management system is in place to :
¢ have a total of 481 classifications under all 7 heads of the

We have assessed the published information in each newspaper

Of the 255 published news reports collected by us, we

7i Framework. The assumption is, that of the 7i's, some of
the areas are getting more attention and focus in terms of
development, while others may have been pushed into the
background. Through this study, we will be able to identify
the lagging areas of development and bring them into the

A brief summary of the analysis done by us shows, that out of
¢ the 481 classifications made by us, 195 ( or 40.5%) of these

Data pertaining to corporate bond markets is mainly aggregated : Pertain to Issuers whereas only 9 or 1.9% of these pertain

data availablewith SEBI, RBI, NSE BSE, Primedatabase,
: We will now look at this information at a further granular level

to infrastructure.
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to get a better understanding of data.

Investors

exhausting their limits.

player in this segment as banks were not permitted earlier.

demand from retail players when incentives are offered.
risk for investors

(e) RBI allowed FPIs to invest in distressed assets.

investor demand. This is a positive for the markets.

Issuers

under this category pertains broadly to the following:

Norms.

markets like Equitas, Muthoot Capital, Oberoi Realty, etc
(d) NTPC issued debentures as bonus payments

(e) Vodafone raised a massive 7700 Crores from the markets :
: The total classifications under the head of Incentives is 12 or
: 2.5% of the total information captured. A study of the press
¢ releases under this category pertains broadly to the following:

) ) ] a. Incentives to banks to issue and invest in Green bonds and
(h) Amtek Auto defaulted on its debentures causing severe distress © Infra Bonds by way of lower capital requirements
¢ b. Easier tax norms necessary to promote investment in

(i) The total corporate bond issuances during Apr-Nov 2015 was corporate bonds

through bonds for the first time to refinance its debt.
(f) HDFC raised Rs. 5000 Crores via Warrants and NCDs
(g) Yes Bank became the first bank to issue Green Bonds.

in the markets.

2.55 lakh crores, a 3.2% increase over the previous year

Instruments

_ releases under this category pertains broadly to the following:

: (a) Introduction of new instruments such as Green bonds,

The total classifications under the head of Investors is 102 or : Additional Tier 1 Capital bonds

21.2% of the total information captured. A study of the press :

releases under this category pertains broadly to the following: : (c) repo in corporate bonds to be used to improve liquidity

(a) increase in the limit of investment allowed to foreign :
portfolio investors from the current level of $51 Bn. Thisis a :
positive for the market as it increases the investor base. The :

FPIs have been increasing their exposure and are close to  the market still prefers plain vanilla coupon bonds. More should be

' _ o ¢ done to bring out different instruments to meet the requirements
(b) Banks can now invest in Infra Bonds - this will add another :

(b) Issue of bonus debentures by NTPC

(d) Continued use of Tier 2 and Perpetual Bonds by banks to meet
their capital requirements.

The lack of concentration of information in this area suggests that

of different category of investors and issuers.

: : Infrastructure
(c) Large Issuances of Tax Free Bonds by infrastructure : P .
companies saw oversubscription and huge interest from retail : The total classifications under the head of Infrastructure is 9

ticipants include HNIs and movie stars! This indicates a : _ . !
participali®s INciuce IS and movie siars. This ndicates : releases under this category pertains broadly to the following:

or 1.9% of the total information captured. A study of the press

(d) Mutual Funds, especially JP Morgan MF came under (a) SEBIis trying to promote online sales of bonds and has plans

significant distress after default on its assets highlighting credit :
¢ (b) SEBI is setting up a framework to improve transparency and

: impact reporting for Green bonds

_ . . ~ : © This area is one of the laggards. An improvement in this could
(f) Power Bonds -bonds issued by Discoms - are seeing strong { lead to further development of markets.

of unveiling an electronic platform

' Intermediaries

The total classifications under the head of Issuers is 195 or 40.5% : The total classifications under the head of Intermediaries is 32

of the fofal information captured. A study of the press releases © releases under this category pertains broadly to the following:

(a) Asis the case every year, 2015 also saw large issuances by PSUs (a) The main intermediaries are merchant bankers that help in

like PFC, PGC, REC IRFC, etc. In addition some of them were also :

allowed to issue tax free bonds which saw high investor interest. : :

_ : for every report on issuers
(b) Apart from the PSUs, banks tapped the market to raise money :
for their capital requirements through Tier-Il bonds, Perpetual :

Bonds as well as Additional Tier 1 Capital bonds under Basel 3 : entity which will provide to credit enhancement

. (c) The role of rating agencies once again came into question

(O) The year also saw several small players tapping the bond after they failed to downgrade Amtek Auto prior to its default.

¢ (d) IFCL launched “credit enhanced infra bonds” with Ireda being
: the first beneficiary

or 6.6% of the total information captured. A study of the press
loan syndication and bond issuances. Axis Bank was the leading

bank in this area. There isn't information about merchant bankers

(b) The Government announced the setting up of a bond guarantee

Incentives

. Innovation

o _ ¢ The total classifications under the head of Innovation is 82 or
The total classifications under the head of Instruments is 49 or :

10.2% of the total information captured. A study of the press : oleases under this category pertains broadly to the following:

17.0% of the total information captured. A study of the press
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a. Innovation has been driven by the introduction of new
category of bonds like Green Bonds, Infra Bonds, Junk Bonds :

and Vulture Funds, Tax Free Bonds, etc

b. Credit enhancement through a bond guarantee entity as

well as by IIFCL

Section 4 :Summary and Conclusions

A molecular look at the data discussed above suggests :
that while there remain several areas of work, especially :
in terms of development of infrastructure, regulators and :
market participants have made large strides in the last year :
towards the development of the markets. To summarise these :
¢ In conclusion, the recent studies and push from RBI and SEBI
1. Large number of issuances in the year - aggregate data by have ensured that the corporate bond markets are moving
SEBI suggests that total issuances during the year were Rs. : in the right direction. The 7i Framework outlined by Mr. HR
4.8 lakh crores which is 38% over calendar year 2014. Some :
big names like Vodafone accessed the market for the first ; areas to a narrower frame, that can allow government and
time including several small issuers which is a good sign for :
¢ Itis hoped that this paper serves as a base for more empirical

2. Significant innovative instruments to meet the requirements : Work as the Indian corporate bond market further develops.

of issuers and investors were seen during the year. Especially
tax free bonds that caught the fancy of retail investors and : References

Green Bonds that were issued by banks could play a big role 1. Eichengreen, B. (2006), “Asian bond markets: issues and

developments:

the markets.

in the time to come.

3. Power Bonds that were announced, maybe a great way to

3. Herring, R.J. and Chatusripitak, N. (2000), “The case of the
provide funding to much starved discoms that are currently :

reduce stress of these loans from the books of banks as well

suffering from the lack of funds.
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markets would also help in increasing the investor base. The
RBI has already permitted FPIs to invest in Vulture Funds.

Some of the areas that still need attention are as follows:

1. On the regulatory front, a sound bankruptcy framework is
the need of the hour. The laws need to be updated and :

strengthened to allow for faster resolution of such cases. 12, khanna, V. and Vattoril, U. (2012), “Developing the market for

2. The tax regime that allows for differential rates for :

different category of investors for interest income on : 3 Working Papers, 6, available at: www.nseindia.com/research/

bonds also needs to be rationalized. This creates arbitrage :

possibilities and inefficiencies in the system. This also
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to allow for online trading platforms for corporate bonds,
the high costs associated with this such as margins and
penalties, have kept institutional investors away. Bringing
trading online along with settlement guarantees like in
the case of the NDS system for government bonds would
help stimulate the market.

Khan of the RBI has helped dissect and identify the problem

regulators to take steps in the appropriate areas.
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Annexure 1: News Summary on Corporate Bond Markets in India Calendar Year 2015
;2 Issuer | Investor | Instrument | Intermediary | Innovation | Incentive | Infrastructure
1 | January 12 3 2
2 | February 15 4 6 9 3
3 | March 17 12 9 4 6 1
4 | April 9 5 7 2
5 | May 6 5 2 1 1
6 | June 16 2 1 1
7 | July 9 4 4 3 6 1
8 | August 5 1 2 1 1 2
9 | September 40 19 12 16 1
10 | October 25 12 8 6 6 1 1
11 | November 6 8 3 1 5 4
12 | December 35 22 10 3 21 2
Total 195 102 49 32 82 12 9
Grand Total | 481
Source: Copyright: © Sunder Ram Korivi, NISM
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Factors Affecting Credit Risk of Indian

Banks: Application
Data Model

Abstract

This paper has tried to address the factors affecting the
credit risk of Indian banks considering the dynamic nature
of credit risk. The results of the distribution of credit risk
over the years show significant changes. To address this
dynamic nature of credit risk, we have employed the
dynamic panel data regression model. The results indicate
that there is lag impact of credit risk which positively
influences the current risk. The results also indicate that
profitability, bank capital and growth in GDP are negatively
associated with credit risk for all the banks. On the other
hand, loan loss provision has a positive influence on the
credit risk. However, significant differences in results are
found between public sector and private sector banks.

Key Words
Credit Risk, Profitability, Bank Size, Bank Capital, Liquidity
Risk, Dynamic Panel Data Model, Indian Banks

1. Introduction

points for the academicians and the practitioners in recent

of Dynamic Panel

Santi. G. Mqji

Preeti Hazarika

2015). In order to promote the soundness and stability
: of the banking system, the Basel Committee on Banking
: Supervision at the international level and the apex bank of
. different countries have initiated many reformative steps in
¢ both developed and emerging economies. However, the banks
¢ and the regulatory bodies all over the world are still in search
¢ of appropriate policy measures to reduce the risk of banks
¢ and financial institutions. All over the world the banks and
: financial institutions play significant role for the development
: of economy in general and for the expansion of credit need in
emerging economies in particular due to weak capital market
(Tang, 2006; Saci et al., 2009). Sound financial health of banks
is, thus, crucial for the development of emerging economies.

. Indian commercial banks play significant role for the
¢ development of Indian economy. As per the economic survey
¢ report 2013-14, India has the second fastest growing services
¢ sector with its CAGR (compound annual growth rate) at 9.0
¢ per cent during 2001 to 2012. It is also evident from the report
: that India has witnessed a credit boom in terms of bank
: lending over the last decade, with the share of credit-GDP has
© increased from 35.5 percent in 2000 to 51 percent in 2013. At
: the same time, the high NPAs of Indian banks are an alarming
 factor for the stability and growth of Indian banks. Several
: measures have been undertaken to minimise NPAs of Indian
Risk management of banks has emerged as one of the focal :

banks, such as setting up of Board for Industrial and Financial

Reconstruction (BIFR), Securitisation and Reconstruction
times due to the banking crisis observed in different countries :
(Rime, 2001; Stephanou and Mendoza, 2005; Maji and De,

of Financial Assets and Enforcement of Security Interest
(SARFAESI), The Debts Recovery Tribunal (DRTs), The One
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Time Settlement Policy (OTS) etc, however none of them has :
proved fruitful (Samir and Kamra, 2013). Some researchers
have tried to address the credit risk of Indian banks (Singh,
2011; Singh and Gupta, 2013; Bhaskar, 2014; Naresh and Rao,
2015), but the studies are theoretical in nature.

Since the implementation of Basel Il guidelines is at the initial
stage in India, there is no any empirical study, to the best
of existing knowledge, that examines the factors affecting
the credit risk of Indian banks considering Basel Ill norms.

: Further, empirical study is also limited to address the dynamic

© nature of credit risk. To address these research gaps, the

Among the empirical studies in india, some researchers
have examined the credit risk and bank capital employing
simultaneous equation model (Nachane et al., 2000; Dash
& Ghosh, 2004; Maji and De, 2015). The researchers have
observed that risk and capital of Indian banks are inversely :
associated. There are a few studies that examine the factors :
affecting credit risk of Indian banks. For instance, a study :
conducted by Rajaraman et al., (1999) on inter-bank variations
in NPAs of Indian commercial banks suggests that improvement :
in the enforcement environment is required for enhancing the :
performing efficiency of domestic banks in some regions. :
Gupta and Jain (2010) has examined the factors affecting
the problem loans of Indian private sector banks and suggest :
that continuous attention on problem loans is necessary for
improving the health of banks. Another empirical study carried
out by Thiagarajan et al., (2011) on Indian commercial banks
indicates a positive lagged impact of nonperforming assets :
on the current year. The result also indicates that there is :
a significant inverse relationship between the GDP and the :
credit risk for both public and private sector banks. In another :
study Maji and Dey (2012) find inverse association between :
size and credit risk of Indian banks, but fails to disentangle :
any significant association between capitalization and credit :
risk of Indian banks.

present effort is a modest attempt to examine empirically the
factors affecting the credit risk of Indian commercial banks. To
address the dynamic nature of credit risk, we have employed
dynamic panel data regression model that captures the lag
impact of credit risk.

The rest of the paper is organized as follows: Section 2
presents the review of literature. Section 3 is devoted for
data and methodology used in this study. Section 4 presents
the results and discussion, followed by concluding remarks
in section 5.

2. Review of Literature and Development of Hy-
potheses:

Extant literature indicates several factors that affect the risk
of banks. Researchers have investigated this issue in both
developed and emerging economies. In most of the cases
the researchers have used credit risk as the indicator of bank
risk. This is because credit risk is the oldest risk of all types
of risks faced by the banks and which arises form the core
banking activity of lending to the customer (Maji and Dey,
2012). In this paper we also concentrate on the credit risk as

¢ the indicator of bank risk. The theoretical relationship and

: empirical studies relating to the various factors that affect

However, a comprehensive study on the factors affecting
credit risk considering both public sector and private sectors
banks of India during Basel I and Basel Il period is scanty. :
Further, in response to the global financial crisis, the Basel
Committee on Banking Supervision (BCBS) has introduced the
BASEL Il norms to further strengthen the stability of banking :
sector by incorporating the capital conservation buffer and :
the countercyclical buffer (BIS, 2010). In India, BASEL Il :
guidelines have been issued by the Reserve Bank of India'in :
May, 2012, applicable to commercial banks operatingin India :
from January, 2013 and need to be implemented fully within :
March 31, 2019. BASEL 1l has widened the scope of credit :
risk in the banking sector with the introduction of minimum :
leverage ratio and the liquidity coverage ratio along with the
revised minimum capital requirement level (Jayadev, 2013).

credit risk are discussed briefly.

2.1 Bank profitability and risk:

Many researchers have studied the relationship between bank
profitability and risk. Credit risk measured by non-performing
assets or loans (NPAs) reduces the interest spread, which in
turn reduces the profit levels of banks. According to Gestel
and Baesems (2008) a small number of defaulters might
cause large quantum of loss for the bank. Theoretically, thus,
an inverse association between bank risk and profitability is
expected. Empirical evidences, however, show contradictory
results. A study conducted by Ara et al., (2009) in the
context of commercial banks in Sweden has found a positive
relationship between profitability and credit risk. Similar
results are found by Afriyie and Akotey (2011) for the banks
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in the Brong Ahafo Region of Ghana. The results revealed that :
there exists a positive relationship between non-performing :
loans and profitability of rural banks in Ghana. This result is :
supported by the fact that rural banks in Brong Ahafo Region :
of Ghana do not follow any effective institutional measures :
for managing credit risk. Banks charges higher interest rate :
on loans given to other customers in order to shift the cost :
of loan default. Likewise in case of banks in Nigeria, Kolapo
et al., (2012) has also observed that credit risk is positively
Matutes and Vives (2000), Mingo (2000) and Altunbas et al.,
¢ (2007). The findings of these studies indicate that adequate
On the other hand, some researchers have found negative :
association between bank risk and profitability. A study :
conducted by Achou and Tengue (2007) in Qatar banking :
system showed that better credit risk management increases :
the bank profitability. Another study on Nigerian banks reveals :
an inverse relation between profitability and the credit risk :
(Nawaz et al., 2012). Ruziqga (2013) have examined the impact
of credit risk on the financial performance of conventional :
banks in Indonesia. The results indicate that credit risk and :
profitability of banks in Indonesia are inversely associated.
Noman et al., (2015) have used a two-step GMM (Generalized
Method of Moments) to investigate the effect of credit risk
on profitability of the banking sectors of Bangladesh for the :
period 2003-2013. Their result indicates that the relationship :
. observed inverse association between change in capital
¢ regulation and risk level in case of US commercial banks. In
However, a study conducted by Kithinji (2010) on Kenyan :
banking industry has failed to disentangle any significant :
relationship between non-performing loans and profitability. :
Similarly, Bayyoud and Sayyad (2015) confirms no relationship :
between credit risk and profitability in the commercial and :
investment banks of Palestine during the study period 2010-
2014.Although the empirical evidences provide mixed results,
based on the theoretical expectation, we develop the following

related to profitability.

between NPAs and profitability is negative.

hypothesis for empirical testing in Indian context:

and credit risk.

2.2 Bank capital and risk:
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standard to reduce the risk of banks. Consequently, large
number of countries including India has implemented the
Basel norms and at present capital adequacy ratio (CAR)
is considered an important yardstick for measuring bank
stability (Rime, 2001; Maji and De, 2015).The empirical
studies, however, provide contradictory results. A study
conducted by Besanko and Kanatas (1996) has found that
the regulatory capital fails to reduce bank risk and does
not promote bank stability. Similar results are observed by

capital alone is not sufficient to improve the solvency of
banks. Interestingly, Agoraki et al., (2011) have found a direct
negative association between capital adequacy and credit
risk, but observed that bank stability increases with the
increase in market power.

In US and Europe, a large number of studies indicate that
banks determine the capital and risk decisions simultaneously
(Shrieves and Dahl, 1992; Jacques and Nigro, 1997; Rime,
2001; Van Roy, 2008; Biekpe and Floquet, (2008); Godlewski,
2005; Athanasoglou, 2011). Employing simultaneous equation
model, Shrieves and Dahl (1992) have observed a positive
relationship between capital and risk in US banks. In contrast,
Jacques and Nigro (1997), using the same methodology, have

contrary, Rime (2001) did not find any significant impact of
the changes in banks capital on bank’s risk-taking. Another
study was conducted by Godlewski (2005) using the same
methodology in emerging economies has concluded that
the regulatory, institutional and legal factors play a very
important role for running a healthy banking system which
drives banks to hold excess capital cushion in order to meet
regulatory requirement and also to signal financial strength.

: In India context, there are very limited empirical research
H,: There is an inverse association between profitability
¢ study have conducted by Nachane et al., (2000) on Indian
: public sector banks using the model developed by Shrieves
¢ and Dahl (1992) have found inverse association between
The association between bank capital and risk have been :
investigated all over the world by different researchers using :
absolute measure of the variables as well as considering the :
changes in capital and risk. The Basel Committee on Banking :
Supervision has recommended minimum risk-based capital

relating to the association between bank capital and risk. A

bank capital and risk. In another study on Indian public
sector banks, Das and Ghosh (2004) have investigated the
relationship between absolute level of capital and risk. The
study found a simultaneous relationship between capital and
risk and the variables are negatively associated. However,
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employing dynamic panel regression Ghosh et al., (2003) have :
not observed any significant relationship between capital and :
risk of Indian public sector banks. Similar results are found :
by Maji and Dey (2012). Inspite of mixed results observed by :
the earlier researchers, the negative association between bank :
capital and risk is more pronounced in emerging economies.
© value of assets fall due to credit risk resulting from non-
performance of loans. It is observed that during the recent
H,: Bank capital and credit risk are negatively associated
. partly caused jointly because of liquidity risks and credit
risks (Imbierowicz and Rauch, 2014). Theory says that, there
: isa positive relationship between liquidity risk and credit risk
Many researchers have investigated empirically the theoretical :
arguments on the relationship between bank size and bank :
risk-taking. Theory says there exit a negative relationship :
between size and bank risk. The reason for such a relationship :
is justified by the opportunities of large banks to diversify :
risk. Large banks are expected to have lower risks because of
more diversifiable portfolios that they are capable of holding.
Many researchers have conducted studies in this respect and :
have found that there is a negative relationship between bank :
risk and bank size (Saunders et al., 1990; Chen et al., 1998;
Maji and Dey, 2012). The studies conclude that large banks :
are more skilled in risk management and have also better :
: Literature shows that critical assessment of financial system
¢ stability can be done by an important factor called loan
On the other hand, a study done by Weib et al., (2014) shows
evidence that size may not be a persistent determinant of :
systemic risk in past crises. Similarly, the findings of Lopez- :
Espinosa et al., (2013) indicate bank size is not a prominent
contagion factor among large international banks to influence
the bank risk. Literature says that large banks are greater :
sufferer of recent global financial crisis and distress of these :
banks has caused damage to the real economy. Therefore, :
large banks are considered to be of systemic importance :
(De Jonghe, 2010). Some empirical study supports “too-big-
to-fail hypothesis” (Claessens et al., 2011; Farhi and Tirole, :
2012; Stein, 2013). Due to their moral hazard behaviour, large :
banks take on excessive risk in the expectation of government :
bailouts. However, based on theoretical proposition; the :
following hypothesis is formulated for empirical testing in :

It is, thus, hypothesised that:

in India.

2.3 Bank size and risk

diversification opportunities.

Indian context:

Indian banking sector.
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2.4 Liquidity and Risk:

Liquidity risk is the risk which shows the possible inability
of bank to meet its financial obligations which if not look
upon can eventually lead to bank failure. According to the
insolvency theory, a bank fails when the value of bank assets
fall and becomes less than its liabilities. In most cases the

financial crisis majority of commercial bank failures were

and they contribute jointly to bank instability. Many empirical
studies have supported this view (Bryant, 1980; Diamond and
Dybvig, 1983; Nikomaram et al., 2013; Imbierowicz and Rauch,
2014). Literature indicates liquidity risk and credit risk are
closely related, especially with regard to borrowers’ defaults
and massive fund withdrawals. The relationship between
these two factors of risk has a direct bearing on bank stability.
Accordingly we formulate the fourth hypothesis as follows.

H,: Liquidity risk and credit risk are positively associated.

2.5 Loan loss provisions and risk:

loss provision (LLP).It is considered to be a key contributor
to fluctuations in the profitability and capital positions of
banks, which has an effect on credit supplied by the bank
to the economy (Beatty and Liao, 2009). Every bank has to
keep aside a portion of their capital as reserve for loans that
are subject to default by the borrowers. The lower LLP ratio
indicates lower amount of NPAs of the bank. Some studies
have identified the loan loss reserve as a contributing factor to
therisk level of a bank (Berger and DeYoung, 1997; Cebenoyan
and Strahan, 2004). lvicic et al., (2008) investigated the
impact of various macroeconomic and bank-specific variables
on bank insolvency risk in 7 CEE countries from 1996 to
2006 using z-score. The study indicates that rise in loan loss
provisions have negative impact on bank stability. Thus, the
next hypothesis of this study is:

H,: Loan loss provision and bank risk are positively associated.
H,: There is a negative relationship between size and risk in :
: 2.6 Growth in GDP and bank risk
© There are many studies which concentrated on the level of



NPAs and the GDP growth all over the world. Theoretically :
there exist a negative relationship between the GDP growth :
and the NPAs. A strong positive growth in real GDP leads to :
greater income in the hands of borrowers which in turn help :
in more repayment of loans on time. This ultimately results :
in reduction in the level of NPAs. But when the economy is in
downturn with low GDP, the resultant effect will be increase :
in the level of NPAs. Makri, et. al., (2014) have investigated
the factors affecting NPA on banking system of 14 Eurozone
countries using GMM estimation for the period 2000 to 2008. :
Their finding indicates a significant negative relationship :
between growth in GDP and NPAs. Similarly, the study on the :
determinants of NPA in case of Guyanese banking sector from :
1994 to 2004 conducted by Khemraj and Pasha (2009) reveals :
that GDP growth is inversely related to non-performing loans. :
Another study done on commercial banks of Italy, Greece and :
Spain for the period of 2004-2008 reveals that improvement :
in the real economy of these countries helps in reduction of :
non-performing loans (Messai and Jouini, 2013), which is :
consistent with the theoretical view. In contrast, a study done :
in Nigeria during the period 1995-2009 indicates significant and
positive relationship between real GDP and Non-performing
loans (Murumba, 2013). This may be due to underutilization
of credit facilities in productive activities by the customers. In
Indian context, empirical results are consistent with the theory. :
The researchers have found significant negative relationship :
between the growth in GDP and NPA (Das and Ghosh, 2007; :
Ramanadh and Rajesham, 2013). Thus, the last hypothesis of
¢ assets (ROA) is a commonly used measure of bank profitability
(Ara et al., 2009; Maji and De, 2015). We define profitability as
H,: There is a negative association between growthin GDPand :

this study is:

credit risk in Indian commercial banks.
3. DATA AND METHODOLOGY

3.1 Data and Study Period:
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this study because the Reserve Bank of India (RBI) in its mid-
term review of Monetary and Credit Policy in October 1998,
raised the minimum capital adequacy ratio (CAR) to 9 per
cent as compared to the international standard of 8 per cent
and banks were advised to achieve this 9 per cent CAR level
by March 31, 2000. Further, the study period also covers the
outcomes of the second phase of Banking Sector Reforms
which was initiated in 1998.

3.2. Measurement of Variables:
Dependent variable: credit risk (CR)

Credit risk considered to be the oldest of all risks faced by banks.
It mainly arises when the borrower or the counterparty default
in meeting the financial obligation. In other words, credit risk
arises due to non-recovery of loans and advances from the
bank’s borrower. To measure the credit risk researchers have
generally used the ratio of non-performing loans to total loans
and advances (Berger and De Young, 1997; Fungalova and
Solanko, 2008; Maji and De, 2015). Ratio of total loans to total
assets and the ratio of provision for loans to total assets are
also used by researchers [Rahman et.al (2009) and Eng and
Nabar (2007)]. However, we define the credit risk in this study
as the ratio of NPAs to total loans and advances.

Explanatory Variables:

Profitability (ROA): Extant literature indicates that return on

the ratio between operating profit and total assets.

: Bank Size (SIZE): Bank size is defines as the natural log of total
¢ assets. The natural log is used in order to normalize the data.

: Bank Capital (CAR): The definition of capital given by regulator
This study is based on secondary data on Indian commercial :
banks collected from ‘Capitaline Plus’ corporate data database :
and annual reports of the respective banks for a period of 15 :
years from 1999-2000 to 2013-14. As on 31t March, 2014, there :
are 41 commercial banks listed in the BSE (of them 12 are also : CAR-
listed in the NSE). Standard Chartered Bank is excluded from :
the sample because it is the only foreign banks listed in India. :
The final sample, thus, consists of 40 commercial banks out :
of which 24 are public sector banks and 16 are Indian private :
sector banks. The initial year of 1999-2000 is considered in

is used in this study to measure bank capital. The regulatory
capital, known as capital to risk assets ratio (CAR), is defined
based on the guidelines of the Basel accords.

(Tier | Capital+Tier Il Capital)
(Risk Weighted Assets)

Loan Loss Provision (LPP): Following the extant literature
(Cebenoyan and Strahan 2004; Beatty and Liao, 2009) we
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define LPP as the ratio of loan loss reserve to gross loans.

(Kosmidou et al., 2005). This definition is used in this study.

Survey reports.

3.3. Empirical Model

panel data model. The general form of this model is:
V=Wt X' p+ at v,..();i=1,..,N(individuals)and t=1,...,T (time)

time and individuals with zero mean and constant variance.

CRn‘:yCRlr—1+ROAtﬁ1+SIZEIﬁZ+CARlﬁi+LPPlﬁ4+LRIﬁ§+
GGDP f+a+ v, ..(Model 1)

We have employed the Generalized Method of Moments :
(GMM) (Hansen, 1982) to estimate the coefficients. The GMM
estimators are unbiased and hence, the results are tenable :
(Arellano and Bond, 1991). We have used the AR (1) and AR
(2) tests for checking the serial correlation and Sargan test for

verifying the validity of the instrument subsets.
4. Results and Discussion

4.1 Distribution of Credit Risk

We have used the column bar chart to see the distribution of :
the mean values of credit risk over the years for both public :
sector banks and private sector banks. We have also fitted the :
exponential trend line for better comparison. The results are :
shown in figure 1. A look into the figure reveals that thereis a :
significant change of mean credit risk for both the bank groups :
over the years, specifically with respect to public sector banks.
The mean value of CR for public sector banks is found to be

: very high during 1999-2000 to 2002-03. Then it has declined
¢ gradually up to 2008-09 and has increased thereafter. In case
Liquidity Risk (LR): The most common way of measuring :
liquidity risk is the ratio of total loans to total deposits :
¢ values of public sector banks. For private sector banks, the
: values of CR also show a declining trend up to 2008-09 and
Growth in GDP (GGDP): The growth in GDP is used as
macroeconomic variable. We have collected the growth in GDP
data during 2000-2014 from the RBI database and Economic :
:the distribution. For obtaining more clear distribution of the
: CRfor both the bank groups, we have used the box plots. The
: results of box plots for selected years (with a gap of one year)
Credit risk measured by the share of NPAs in total advances at :
a specific pointt’ depends on its past realization. To capture :
this dynamic nature of credit risk, we have used the dynamic :
For instance, the median value of CR in 2004 is found to be
¢ considerably low as compared to that of in 2000. Further, the
Where, x,, are the regressor which are exhogeneous in nature, :
a, is the fixed individual effects and v, is uncorrelated across :
¢ years. Similar results are found for private sector banks (fig. 3).
© The plots show significant change in median values specifically
Although, the extant literature indicates that bank risk and bank
capital are simultaneously related in many cases, in this study :
we assume that bank capital is exogenous variable. Thus, the :
specific dynamic panel data model employed in this study is: :

of private sector banks, the mean values of CR are found to
be low throughout the study period as compared to the mean

remained more or less constant thereafter.

However, the mean values cannot provide the real picture of

are shown in figure 2 and figure 3 respectively for public sector
and private sector banks. It is evident from figure 2 that there is
significant change in the median values of CR over the periods.

position of median within 1t and 3 quartiles clearly indicates
that the distribution of CR is not symmetric for almost all the

up to 2006 and the distribution of CR is skewed for almost all
the years. The results of box plots for both the banks, thus,
clearly demonstrate the dynamic nature of credit risk and justify
the use of dynamic panel data model.

Fig. 1: Trend of Credit Risk of Public(PSBs) and Private (PrSBs) Sector
Banks
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. The coefficient estimate of CAR is negative and significant for the
¢ combined data and for the banks included in the public sector
¢ groups. But no significant association is found between CAR and
¢ CRfor Indian private sector banks. The results indicate that the
¢ regulatory capital is an effective tool for reducing the bank risk
: in case of Indian public sector banks. However, bank capital fails
‘o promote bank stability for Indian private sector banks. The
 results, thus, support both the views of the earlier researchers.
On the other hand, the estimated coefficient of LPP is positive

. for all but not significant for private sector banks. The theory

4.2 Results of Dynamic Panel Data Model
We have employed the model 1 for all banks during the study :
period as well as segregating the banks into public sector and :
private sector. Table 1shows the results of model 1. The coefficient :
estimates of is positive and significant for all banks and also :
separately for both public sector and private sector banks. This
implies that CR of Indian banks has its past realization, i.e. lag :
impact, which influences current CR positively. This is very crucial :
for reducing the financial health of the banks. The estimated
coefficient of ROA is negative and significant for all. The inverse
association between CR and ROA indicates that both public
sector and private sector banks can improve their profitability by
reducing the level of NPAs. This is consistent with the theoretical :
view and the findings of Achou and Tengue (2007); Nawaz et :
al. (2012); Ruziga (2013) and Noman et al. (2015). However, :
contradictory results are found regarding the impact of bank :
size (SIZE) on CR. While the association is found to be positive :
and significant for public sector banks, no significant association
is observed in case of private sector banks as well as for the :
combined data. This implies that size has no significant impact
on bank risk for the Indian commercial banks as a whole. But
the significant and positive influence of SIZE on CR in case :
of Indian public sector banks reveals that large public sector :
banks have higher level of NPAs. The reason may be due to :
the responsibility of public sector banks to fulfil certain social :
obligations like lending in priority sector. This is, however, not :
true for Indian private sector banks and hence, size of bank is :
not a significant factor for credit risk. This is consistent with the
findings of Lopez-Espinosa et al., (2013) and Weib et al. (2014). :

© says that the higher the NPAs the more would be the provision

for loan loss. Since it is evident from the movement of CR over
the years that the level of CR was low for Indian private sector
banks as compared to public sector banks, the insignificant
association between CR and LPP in case of public sector banks

¢ justifies the same. Contradictory results are also found relating

to the influence of LR on CR. While the association is found to
be positive and significant for public sector banks, insignificant
negative relationship is observed in case of private sector banks.
The theory states that both LR and CR have a direct impact and

: jointly reduces the financial health of banks. The findings of

this study in case of public sector banks support the outcome
of earlier researchers (Nikomaram et al., 2013; Ejoh et al., 2014,
Imbierowicz and Rauch, 2014). But the LR has no impact on CR
for private sector banks may be due to lower level of CR. Finally,
the influence of microeconomic variable i.e. growth in GDP has
a significant negative impact on CR for both public sector and
private sector banks. This implies that when economy is growing,
income level of consumers also increases, which is turn increases
the capacity of the borrowers to repay the loan timely. The results
support the findings of Khemraj and Pasha (2009) and Messai
and Jouini (2013).

The test for AR (2) is insignificant for all cases. Thus, the null
hypothesis i.e. there is no serial correlation, cannot be rejected.
Similarly, the result of Sargan test is not significant. This indicates
the validity of the instrument subsets. The observed results are,
therefore, reliable.
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Table 1: Results of Two Step GMM Dynamic Panel Data Model

All Banks Public Sector Banks Private Sector Banks
Variables

Coefficient Z stat. Coefficient Z stat. Coefficient Z stat.
Constant -0.005** -2.093 -0.010%** -5.633 -0.001 -1.170
CR,, 0.457%** 5.575 0.450%** 4.245 0.5271%** 2.728
ROA -0.672%** -4.209 -1.056%** -3.184 -0.452* -1.668
SIZE 0.017 1.530 0.048*** 4.757 0.003 0.651
CAR -0.029* -1.890 -0.056** -2.159 0.002 0.118
LPP 0.292%* 2.003 0.497** 2.202 0.343 1.099
LR 0.001 0.855 0.001* 1.841 -0.001 -0.850
GGDP -0.003*** 6.314 -0.002%** -4.591 -0.002%** -2.730
Test for AR(1) 7 =-1.995%* z =-1.655* z=-1.814*%
Test for AR(2) z=0.512 z=0.216 7=-0.294
Sargan Test 36.671 18.081 11.250
Wald Test 336.908*%** 258.811%** 181.946%**

Notes: Dependent Variable: CR;

Results during two sub-periods
Reserve Bank of India (RBI) in its mid-term review of Monetary
and Credit Policy in October 1998 raised the minimum capital :
adequacy ratio (CAR) to 9 per cent as compared to the
international standard of 8 per cent with effect from March :
2000.In February 2005, RBI issued the first draft guidelines :
on Basel Il implementations in which an initial target date for :
Basel Il compliance was set for March 2007 for all commercial :
banks. Again, in July 2013 The RBI has issued a circular® relating :
to the implementation of Basel 11l proposal in Indian banking :
sector with in March, 2019. Keeping in view to the guidelines
of RBI relating to the implementations of revised Basel | and
Basel Il norms, we have divided the study period into two
sub-periods: period | from 2000-2007 and period Il from :
2008-2014 to see whether there is any change in Indian banks :
regarding the influence of selected factors on bank risk. The
period | is basically the revised Basel I period and period Il is :
the Basel Il period (last year of this study is also considered :
under Basel I1). The results of model 1 relating to these two
sub-periods are shown in table 2.

#*% *%and * indicate significant at 1%, 5% and 10% level respectively.

© This implies that during this period there is no significant

impact of the lag value of CR. Although, during 2012-2014
the quantum of credit risk has shown an increasing trend for

: public sector banks, it was very low for private sector banks

during this sub-period. This is a sign of improvement in the
financial health of Indian banks during this period. ROA has
a negative impact on CR for both the periods. Bank size is
found to have positive and significant influence on bank risk
during the Basel | period (2000-2007). But during the Basel II
period the influence of bank size is insignificant. The impact
of CAR is negative for both the sub-periods, but significant
during 2000-2007 only. Similarly, the positive impact of LPP is

: significant during the revised Basel | period only. The estimated

coefficient of LR is positive and significant during the first sub-
period. During the Basel Il period no significant association is

¢ found between LR and CR. However, the impact of GGDP on

credit risk is negative and significant for both the sub-periods.
The results, thus, reveal that during the period 2000-2007 all

: the explanatory variables have significant impact on credit
¢ risk of Indian banks. But during the period 2008-2014 only

© ROA and GGDP are significantly associated with credit risk.

The coefficient of CR ,is positive and significant during
2000 -2007. This indicates the influence of the lag of CR. :
But insignificant association is found during 2008-2009. :

The results of AR (2) and Sargan test advocate in favour of
the reliability of the results.

....................................................................... B e eeeeecrersrseasssosesesestsecratarsrarstasastsestsesrerererarsraranons

Volume : 42 -1 April 2016

92



ESEARCH BULLETIN

Table 2: Results of Two Step GMM Dynamic Panel Data Model

During 2000-2007 During 2008-2014
Variables
Coefficient Z stat. Coefficient Z stat.
Constant 0.000 -0.264 0.004 1.609
CR, 0.687%** 7.950 0.008 0.053
ROA -1.088%** -4.213 -0.812%** -2.997
SIZE 0.015%** 4.564 -0.015 -1.395
CAR -0.113** -2.140 -0.006 -0.796
LPP 0.277** 2.315 0.056 1.052
LR 0.005%** 22.857 -0.006 -0.347
GGDP -0.002%** -2.966 -0.007%** -2.806
Test for AR(1) Z = -2.654%%* z=-1.317
Test for AR(2) z=0.138 z=-1.231
Sargan Test 16.852 20.665
Wald Test 711.725%%* 84.866%**
Notes: Dependent Variable: CR;  ***, **and * indicate significant at 1%, 5% and 10% level respectively.

5. Concluding Remarks

The present study empirically explores the factors influencing
the credit risk of Indian commercial banks encompassing listed
public sector and private sector banks. The movement of CR for
public and private sector banks indicates a notable reduction
in the CR over the years during 2000-2009. Interestingly, after
2009 the CR of public sector banks has shown an increasing
trend. In case of private sector banks it has increased slightly.
The results of box plots reveal the significant changes of median
values for both the bank groups. To address the dynamic nature
of CR, we have employed the dynamic panel data model. But
the results of regression model fails to reveal the reasons for
the behaviour of the CR of Indian banks during the Basel II
period as all the explanatory variables except two (ROA and
GGDP) are insignificantly associated with CR. This need to be
investigated further using some internal information.

However, the results of model 1 for all banks during the study
period indicate that lag impact of CR is positively associated
with the current CR; ROA, CAR and GGDP are inversely
associated with credit risk. Thus, the results support the
hypotheses H, H,, and H_. On the other hand, LPP is positively
associated with CR and supports the hypothesis H, Interestingly
no significant association is found regarding the impact of
SIZE and LR on credit risk. The results, thus, fail to support

H, and H,. In case of public sector banks the results support
hypotheses H,, H., H,, H, and H,. On the other hand, for private
sector banks only hypotheses H, and H, are supported by the
results. Nevertheless, the lag impact of CR is positive for all
the cases during the study period.

The findings of the present study would help decision makers
in several ways. First, the average credit risk of Indian public
sector banks is found to be higher as in comparison to private
sector banks during the study period. There is, thus, an urgent
need for Indian banks specifically for public sector banks to
reduce the credit risk. The inverse association between CR
and CAR implies that regulatory capital is an effective tool for
Indian public sector banks to reduce risk. Second, the extant
literature indicates that the liquidity risk and credit risk jointly
contributes as a major cause of bank failure. The observed
positive association between LR and CR for public sector
banks demonstrates the need of enhancing bank liquidity by
reducing the non-performing assets. Third, the increasing trend
of credit risk in recent times is an alarming factor for Indian
banks. Management of credit risk entails efficient management
of lending activities from the loan origination phase to the
servicing of accounts phase through proper identification of
any possible threats and responding to them in a suitable way
throughout the duration of the loan agreement. To perform all
these activities efficiently, skilled human resources with high
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degree of imaginative mind and professional experience are :
required. A study conducted by National Skill Development :
Corporation of India also argue in a similar vein that the key :
success factor for banks and financial institutions of India is the :
deployment of skilled human resources. Finally, the observed :
negative impact of profitability on credit risk indicates that a :
bank can improve the financial soundness by enhancing the
quality of assets. This is possible by reducing the lag impact of
credit risk, which in turn reduces the provision for loan loss and
improves the productivity of bank resources. However, the study :
is limited to Indian banks only. Considering this limitation, the :
present study suggests further study on this aspect considering :
data from some emerging economies including India. :
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Factors Influencing the Dividend
Announcement and Segmentation of
Investors: From Investors Perspective

Abstract

The study is attempted to find out factors determine the
dividend announcement. For this purpose, mean analysis
is used to identify the most and least factors. Primary
data is taken in this analysis. Data is collected by using
structured questionnaire from individual investors who
are invested in equity market. Statistical tools such as
exploratory factor analysis is used to reduce the number
of factors and make the factors more meaning full,
cluster analysis is used to segment the investors and
discriminate analysis is used to check the validity of the
segmentation of investors. The study finds that liquidity
and solvency position are important determinants of
dividend announcement. In addition to, factor analysis
is segregated the nine statements into four meaningful
factors such as profitability, liquidity management and
environment. The study also finds that the investors are
classified into three clusters such liquidity cluster, high
positive cluster and management cluster and there is
a significant difference among such clusters. Finally it
concludes that liquidity cluster, high positive cluster and
management cluster are correctly classified with 100
percent, 96.6 percent and 83.6 percent respectively and
overall classified by 96.6 percent.

Key Words

Dividend Announcement Decision, Segmentation of
Investors, Validity of Segmentation

Subhendu Kumar Pradhan
R. Kasilingam
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. Introduction

: The dividend refers to a part of the profit distributed by the
: company amongst the shareholders. Dividend decision is an
¢ important financing decision of a company. The company
¢ needs to decide the portion of the profits which are paid as
¢ dividend and portion which are ploughed back in the firm
: for future investment.So there is an inverse relationship
: between retains earning and payment of dividend. Hence
: it is very competitive and conflict for financial manger to
decide the use of net earnings of the company.

: Dividend policy determines the amount of the dividend
: and its effect on the firm value.Miller and Modigliani (1961)
. conclude the payment of dividends does not affect the
¢ value of the firm and it is irrelevant to firm value in perfect
¢ market situation. This theory is supported by the Lack
¢ and Scholes (1974), Miller and Scholes (1982) and Kaleem
: and Salahuddin (2006). Lintner (1956)says that dividend
: decision is depended up on the current earnings and past
: dividend. Forecasted earnings, existing earnings and
present dividend rate all have impact on the targeted ratios
© and itis relevant to firm value. This theory is supported by
: the Fama and Babiak (1968) studied in US firm, Bakeret al.
(1985), Baker and Powell(1999),Bravet al.(2005), Naeem and
Nasr, (2007), Ahmed and Javaid, (2009), Kanwer, (2002).
i The company what ever decision will take that must be full
¢ fill the objective of the shareholders wealth maximisation.
: This objective guides to dividend payout policy and retain
: earnings for potential growth in the near future of the
: company.
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There are many factors (internal and external) which are :
considered for deciding the dividend announcement. :
These factors are profitability and liquidity position, :
management effect and environmental factors etc.Many :
researcher carry out the work on factors determine the :
dividend announcement are; Pourheydari, 0. (2009) :
explains stability of cash flow, the availability of profitable :
investment opportunities, and stability of Profitability are
the most important determinants of a firm’s dividend
policies. Baker and Powell (1999) includes 20 influencing
factor on the dividend and suggest that the most of :
companies are considered factors such as the current :
position, expected future earning and continuity of the past :
dividend policy for deciding the dividend announcement. :
Khan al.(2011) concludes the decision making process of :
Pakistan is similar to the USA and other developed market. :
He suggests that the past trend of dividend don’t influence :
the current dividend decision. Company consider only the :
current earnings and liquidity position while deciding the :
: method. Area of study is covered major cities in the state
of Odisha (Bhubaneswar, Cuttack, Berhampur, Bhadrak,
Bhattacharyya, N. (2007) finds that there is a negative
relationship between the dividend and managerial type :
(productivity).Kimie al. (2011),0wnership concentration is
associated with significantly lower dividends in proportion :
to earnings as well as relative to book equity and there is :
established an endogenous relation between ownership :
concentration and dividend payout. Vishny (1986) explains :
that large shareholders have the incentives to monitor :
management and hence contribute to curb the extraction :
of private benefits, which are having the positive impact on :
firm value.Tobias al. (2011), Dividend relevant phenomenon :
to inflation and there is a positive effect on the dividend
announcement. He suggested to the company should
consider the inflation for dividend decision because it may
helps to increase nominal value of company earnings.Soter :
al. (1996) proves that the changing economic environment :
has significant influence on dividend decision.Perrettial. :
(2013) concludes that firm size, growth opportunities, :
and the mix of earned and contributed capital partially :
explain the observed dividend policies for ADR firms. So :
this study carries out to identify the factors which influence :
the dividend announcement from the investor’s point of :
: and also ranked it in the below table1. High mean value
i indicates higher level of influence and vice versa.

dividend.

view and segment its investor’s opinion.

Objective

@ To find out the least and most influencing factors of the
dividend announcement

@ To segment the investors based on opinion about factors
determined the dividend

@ To check the validity of segmentation of investors opinion
about factors determined the dividend

Research Methodology

This study is a descriptive in nature and primary data
analysis. The primary data is collected from the individual
investors who are invested in the equity shares. The
structured questionnaire approved and recommended by
financial export is used for data collection. The respondents
are chosen on the basis of multistage random sampling

and Kendrapada) and sample size is 444 used for analysis.
The statistical method such as frequency, mean, Factor
analysis, cluster analysis and discriminate analysis are used
to analyse the data. The factor analysis is used to reduce
the number of factors and make the variable more meaning
full by combining a set of variables into the construct.
The cluster analysis is used to segment the investor’s
perceptions about the factors determinate the dividend
announcement. Initially two step cluster method was used
to identify the natural number of cluster automatically in
present data set.Based on number of clusters, k means
method is used for segmentation. Discriminate analysis
used to test the validity of investors segmentation.

Analysis and Discussion

Mean Analysis is used to find out the most and least
influencing factors of the dividend announcement. For
this, nine statements are taken for the analysis and asked
to individual investors to give their opinion in five point
scale where 1 represent least influencing and 5 represent
most influencing factor. Mean value is given for all factors

....................................................................... F R R L R R R T I
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Table 1: Mean analysis of Factors influencing the Dividend announcement

Factors Mean value Rank
Liquidity position of the company 4.17 |
Solvency position of the company 4.02 I
Return on capital employed (ROCE) 3.77 VI
Return on equity (ROE) 3.78 Vv
Past history of dividend 3.87 1Y%
Management of company 3.97 1]
Price earning (PE) of the company 3.44 Vil
Rate of Inflation prevailing in the country 3.35 IX
Expected retained earnings 3.52 Vil

Table 1 show the mean analysis of factors influencing the
dividend announcement, Mean value is highest for liquidity :
position of a company and followed by solvency position of :
a company while mean value is lowest for rate of inflation :
prevailing in the country and followed PE of the company :
and expected retained earnings. It can be conclude that :
the liquidity and solvency position of a company are most :
important determinant considered by the company while :

deciding the dividend announcement.

Factors Analysis

methods.

Table 2: KMO and Bartlett’s Test

Kaiser-Meyer-Olkin Measure of
q .680
Sampling Adequacy.
Bartlett’s Test of | Approx. Chi-Square 1.339E3
Sphericity
Df 36
Sig. .000

© KMO measure of sampling adequacy is explained whether the
present data is useful for the factor analysis or not. If KMO
Generally the factor analysis is used for two purposes either to :
reduce the number of factors or to indentify the theoretically :
meaningful dimension. Here the factor analysis is used to :
reduce the number of factors. So the Principle component :
method is more appropriated for extraction. There are many :
criteria followed for deciding the number of factors such as :
latent root criteria (factors with Eigen value greater than :
1), a prior criterion (predetermined factors), percentage of :
variance, Scree test and heterogeneity of the respondents. :
Here prior criterion is followed for deciding the number of
factors and Varimax is used for rotation because it gives
clearest separation of the factors than the other rotation :

value is higher than the 0.50 which indicates that present
data can be used for the factor analysis. Above table 2 shows
the KMO value is .680 which is higher than the 0.50. So
the factor analysis can be run by using present set of data.
Bartlett’s test of Sphericity is used to test the adequacy of
correlation matrix. If the significant value is less than 0.05
which means there is a significant relation among the variables.
From the above table, the significant value of Bartlett’s test
of Sphericity is lesser than 0.05. So it can be concluded that
present data set are significantly correlated each other and
fit for factor analysis.
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Table 3: Total Variance Explained by Factors

Table 4: Rotated Component Matrix

Factor | Eigen | % of Variance | Cumulative % Variable name 1 2 3 4
value
Return on equity (ROE) 929
1 3.345 37.168 37.168 Return on capital .875
employed (ROCE)
2 1517 16.860 54.028 Expected retained .585
earnings
3 1.011 11.228 65.256
Management of com- 837
4 919 10.216 75.472 pany
Past history of dividend .826
5 . 7.895 83.367
Rate of Inflation prevail- .907
6 545 6.054 89.422 ing in the country
PE of the .644
7 473 5.251 94.672 company
Liquidity position of the 943
8 290 3.223 97.895 company
9 189 2105 100.000 Solvency position of the 474
company

Generally the number of factor is extracted based of the Eigen
value criteria. Eigen value of those variables is lesser than 1 :
to be disregarded and Eigen value of those variables is greater :
than 1to be considered for further analysis. If the Eigen value :
is greater than 1 which indicates that more common variance :
is explained by that particular factor than the unique variance. :
There are other methods which can also be used to decide on :
the number of factors, some of which may generally be more :
satisfactory than Eigen value criteria (Fabriger et al, 1999), :
(Wood, Tataryn & Gorsuch, 1996). Here, number of factors is
: as profitability. Second factor consist of two variables such
fas management of the company and past history of dividend
Table 3 shows the number of factors extracted and percentage
of variance explained by the factors. Total variance explained
by three factors whose Eigen value are greater than 1is :
65. 256 percent but the researcher is taken four factors :
for making the study more realistic and meaning full with :
explain of 75.472 percent total variance. First factor explains :
37 percent of total variance while second, third and fourth :
factor explains with approximately 17 percent, 11 percent and :
10 percent respectively. The remaining five factors explains the :
approximately 25 of variance. Therefore it can be concluded :
that a model with four factors are sufficient to represent the :
: and highly represent the corresponding factor. So the fourth
factor is called as liquidity.

extracted based on the requirement of the study.

nine statements which will determine the announcement of
dividend of the company.

The rotated component matrix presents the correlation
between the variables and factor. The value of correlation
coefficient of the variable is also called the factor loading.
Variable with high factor loading indicates that particular
variable is highly represented by the respective factor. Table
4 reveals the four factors are extracted after varimax rotation
of nine statements. First factor consist of three variables such
as return on equity, return on capital employed and expected
retained earnings. All these three statements are relating to
the profitability of a company. So this factor can be called

and these two variables are relevant to the management
of a company. So it can be called as management factor.
Third factor consist of two variables such as rate of Inflation
prevailing in the country and PE of the company. These two
variables are related to uncontrollable macro factor of the
company. So it is called as environmental factor. Fourth factor
consist of two variables such as liquidity position and solvency
position of the company. These two variables are indicated
to the financial position of the company. Here based upon
the factor loading the fourth factor's name is given because
liquidity position of the company is having high factor loading
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Table 5: Frequency Analysis of Factors Influencing the Dividend

Scale 1-2.5 2.5-3.5 3.5-5
Factor
Frequency | Percentage | Frequency | Percentage Frequency Percentage
Profitability 31 7.0 145 32.7 268 60.4
Management 29 5.0 118 26.6 304 68.5
Environmental 76 17.1 213 48.0 155 34.9
Liquidity 12 2.7 104 23.4 328 739

Table 5 shows the frequency and percentage of different :
: announcement. Furthermore 5 percent investors do not agree
point scale for easy to interpret the factors. So, the mean :
range 1- 2.5 is treated as disagree, the mean range 2.5-3.5 :
is treated as agree and the mean range 2.5-3.5 is treated as

factors. The Mean value of each factor is measured in three

strongly agree.

Profitability

announcement.

Management

moderate agreed that management influence the dividend

that management influences the dividend decision. Therefore
it can be concluded that management is also important
consideration for dividend announcement.

Environment effect

: Environment is also another important factor which influences
Profitability is an important factor which influences the :
dividend announcement of a company. The company judge :
profitability parameters such as return on the equity capital, :
return on the capital employed and expected earning etc. while :
making the dividend decision. High profitability and growth :
company may follow the regular and consistency dividend :
policy. So it is most important consideration for deciding :
the dividend announcement. From frequency analysis table :
5, it shows that 60.5 percent investors are strongly agreed :
while 32.7 percent investors are moderately agreed that the :
profitability influences the dividend announcement of the :
company. Moreover 7.0 percent investors are disagreed that
the profitability is not an important consideration while making
dividend decision. Thus it can be concluded that profitability
is one of the important factor that influence the dividend :
: Liquidity position of a company is a most important factor
: which influences decisions of the cash dividend. Though a
: company has sufficient profit to pay the dividend, it may not
Management is an important factor which influences the :
dividend announcement. A company can be treated as sound :
and healthy depends upon the good and effective management :
practices. Sound company only can earn a good return and it :
may fulfil the investor's desire by distributing the surplus profit :
in the form of dividend. Above table 5 shows that 68.5 percent :
investors are strongly agreed while 26.6 percent investors are :

the dividend announcement. Environment factors such as
change in PE ratio, inflation, market fluctuation and change
in government policy which may have direct and indirect
affect on profit of the company so as to company could not
fulfil the shareholders interest. From table five, it interprets
the 48 percent investors are moderately agreed where as 34
.9 percent are strongly agreed that environmental factors
influences the dividend announcement. Besides the 17.1
percent investors says that management is not as a factor to
influence the dividend announcement and some other factors
may influence the announcement. So it can be concluded
that the management is having the moderated influence on
dividend decision.

Liquidity

have the sufficient cash to pay dividend. So availability of
cash and sound financial position are very essential for taking
dividend decision. From table 5 indicates the 73.9 percent
investors are strongly agreed while 23.4 percent are moderately
agreed that liquidity position of a company which influence the
dividend announcement. However only 2.7 percent investors
are disagree that liquidity position of a company does not
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affect the dividend announcement. Thus it can be concluded that the liquidity is having strongly influence on dividend decision.

Segmentation of Investors Opinion

The cluster analysis is used to segment the cases similarities or dissimilarities (J.P. Verma 2013). Here the investor's opinion
can be segmented based on the factors influence on the dividend announcement using the cluster analysis.K-mean cluster

is used for the analysis.

Table 6: Final Cluster Centres and ANOVA of different factors of dividend announcement

Cluster

Factor F Sig.

1 2 3
Profitability 3.54 (1) 4.15(1) 2.28 (Il 229.270 .000
Management 3.28(II1) 4.32 (1) 4.9 (1) 177.852 .000
Environmental Factors 2.97 (1) 3.89 (1) 2.65 (I1) 139.634 .000
Liquidity Position 3.68 (I1) 4.51(1) 3.64 (1) 11.752 .000
Average 3.37 4.22 3.19
Number of cases 165 224 55
Percentage 37.16 50.45 12.39

Table 6 shows the mean value of three clusters and their :
corresponding factors. Mean value is also ranked the each :
cluster in each factor.In the first cluster the mean value is :
highest for the liquidity position of the company. So this :
cluster can be called as liquidity cluster. It is noted that 37.16 :
percent of investors say the liquidity position highly influences :
the dividend announcement. In second cluster,mean value of
each factor is higher than other two clusters and mean value :
is also closed to each factor. So this cluster can be called as :
high positive cluster. This cluster indicates 50.45 percent
investors are strongly agreed that all factors are highly positive

influenced to the dividend announcement decision.

highly positive influence on the dividend announcement.
Hence it can be concluded that all factors are important
determinant considered by company.

Above table 5 also shows F value of each factor. F value
indicates that there is existed a significant difference among
the cluster with corresponding factors. The significant value
of each factor is less than 0.05 which means that there is a
significant difference among the cluster. So it can be concluded
that all factor are sufficient and significantly contributed to
each clusters such as liquidity, high positive and management.

: Reliability Classification
In cluster three, mean value is highest for management and :
mean value is also far too each factor. So this cluster can be :
called as management cluster. This cluster clears the 12.39 :
percent investors are strongly agreed that the management :
is a most important factors which influences the dividend :
announcement. Therefore it can be concluded that more than :
fifty percent investors strongly agree that all factors are having :

Factors determined the dividend is classified into three
clusters based on the investor’s responses. These three
clusters areliquidity, high positive and management cluster.
The discriminate analysis is used to test the reliability of
segmentation and itsstability across the sample units. For
this analysis, the factors such as profitability, Management,

....................................................................... F R R L R R R T I
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Environment and liquidly position are taken as independent variables and threeclusters such as liquidity, high positive and
management are taken as dependent variables or categorical variables.

Table 7: Tests of Equality of Group Means of the different factors

Factor Wilks’ Lambda F df df2 Sig.
Profitability 490 229.270 2 441 .000
Management .554 177.852 2 4m .000
Environment .612 139.634 2 43 .000
Liquidity Position .664 111.752 2 441 .000

Table 7 shows the wilks’ Lambda, F statistics and its degree
of freedom and significant value. Wilks’ Lambda is the ratio :
of within-groups sum of squares to the total sum of squares.
Small value Wilks’ Lambda indicates greater discriminatory :

ability of the function. This means there is a strong group

differences among mean values of the factors. From the !

above 7, the Wilks' Lambda is very small for all factors and
its ranges from .490 to .664. So, all factors are important for
classification of cluster. The F statistic is a ratio of between-
groups variability to within-groups variability. The significant
is less than 0.05 for all factors which means group mean
differences are significant.

Table 8: Eigenvalues

g q q Canonical ] ; ]
[ p =
Function Eigen Value % of Variance Correlation Wilks’ Lambda Chi-square Sig.
1 1.912° 7.5 .810 195 719.222 .000
2 7642 285 .658 .567 249.404 .000
The Eigen value indicates the portion of variance explained. : two functions.
It is a ratio between-groups sum of squares to the within-
groupssum of squares. A large Eigen value is associated with : Table 9: Structure Matrix
a strong function and more of the variance in the dependent : -
) : . : o ¢ | Factors Function
variables is explained by the function. Number of discriminate :
functions is depended on the number of clusters. Number of : 1 2
discriminate function is equal to g-1. Here g is the number Profitability U3 572
of clusters. From the table 8, there have two functions. : .
First function is having high Eigen value and greater than 1 | | Environmental Factors 575 -013
which means that the variability among the clusters is highly Liquidity Position 509 17
explained by the first function. The canonical correlation : -
. . ¢ | Management 462 722
measures the association between two functions and four
factors. The co-efficient of canonical correlation is high for : | * Largest absolute correlation between each variable
both the functions. This indicates that there is an existed high : and any discriminate function

correlation between two functions and the three factors.The :

value of Wilks' Lambda is .195 for first function and is .567
for second function while the Chi-square value is 719.222

for first function and is 249.404 for second function. The
significant value of the two functions is less than 0.05 which :

indicates that there is a group mean difference between the

Structure matrix shows the correlation of each factor with each
discriminate function. It is popularly used because it is more
i accurate than the standardised canonical discriminate function
coefficients. Pearson correlation coefficient in structure matrix
¢ is called structure coefficient. It also called as discriminate
loading.A Predictor variable with high discriminate loading
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indicates that predicator variable is strongly associatedwith

discriminate function. From the table 9, the discriminate :

loading is highest for profitability in first function and is

also highest for management in second function which

i associate with the function. Such Predictor variables are
© profitability, environment, Liquidity position in first function
¢ and Management is in second function. So two functions can
be written in equation form

indicates these two variables are highly associated with :

their corresponding function. Moreover the variables
marked asterisk indicates that these variables are largest

Z1=.643 * profitability + .575 * Environment + .509 * Liquidity
72= 722 * Management

Figure 1: Group Centroids of Clusters of Dividend Determinants
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The mean value of the discriminate score of each group is called group centroids. Cases with scores near to a centroid are
predicted as belonging to that group. The above group centroids diagram 1 show all the three clusters are distinctive clusters
having different group centroids and different mean values. The cluster members are aligned separately from other group
members. This shows that there is no error of cluster classification. So it can be concluded that there is existed a strong

variation among the three discriminate groups.

Table 10: Classification Result

Cluster Predicted Group Membership Total
Liquidity High positive Management
Original Count Liquidity 165 0 165
High positive 7 217 224
Management 7 2 46 55
% Liquidity 100.0 .0 .0 100.0
High positive 3.1 96.9 .0 100.0
Management 12.7 3.6 83.6 100.0
96.4% of original grouped cases correctly classified.
Volume : 42 -1 April 2016 104



Classification result is used to assess to how the cases are :
well classified into the groups.The classification table shows :
that rows are the observed categories of the dependent and :
the columns are the predicted categories. When prediction :
is perfect all cases will lie on the diagonal. The percentage :
of cases on the diagonal is the percentage of correct :
classifications.Table 10 shows the100 percent (165 cases) of :
liquidity cluster are correctly classified. In case of high positive
cluster, 96.6 percent (217 cases) are correctly classified
while only 3.1 percent (7 cases) are wrongly classified. So it :
is included into liquidity segment. In Management segment, :
83.6 percent (46 cases) are correctly classified while only :
: Conclusion
12.7 percent into liquidity and 3.6 percent into high positive :
segment. Therefore it can be concluded that the segmentation :
of investor's opinion based on dividend determinants are :
¢ view. For this purpose, the mean and factor analysis are used.
¢ Other analysis such as cluster and discriminate analysis are
¢ also used to segment the investors and to check the validity
. of such segmentation. This study can be concluded that the
Following points are given below stating the usefulness of the
 factors considered by the company to decide the dividend
: announcement. In the factor analysis nine statements are
: used to extract the factors. The four factors such Profitability,
1. The study may help to the company to take proper the :
dividend announcement decision based upon the performance :
¢ analysis, it can be concluded that investors agree that the
¢ profitability, management and liquidity are strongly influenced
2. As an investors point of view it helps to the company to :
identify which parameters brings trust to the investors so :

16.3 percent (9 cases) are not classified. So it is included

correctly classified by 96.6 percent.

Implication of the Study

research study for company, Policy maker and the investors.

For company and policy maker

parameter.

that they will invest for future dividend.

3. It helps to company to know the behaviour of market and
reactionof the investors from prior to post announcement.
investors agree that the factors are having the significant

segment of the investors are giving more importance to a
particular factor while making the investment decision.

5. Based upon the investors perception the company may
change their dividend policy

For investors

ESEARCH BULLETIN

parameter of a company with another company so as to
take a good investment decision.

2. Investors can easy to analysis the behaviour of the market
as well the stock price during the announcement of the
event as a result to find the suitable investment.

3. Segmentation of the investors of the factors determined
the dividend, the investors may compare how their
perception is differs from others and how it is influence
the dividend decision.

This research is dedicated to find out the factors determined
the dividend announcement decision in the investor’s point of

liquidity and solvency position of the company are important

Management, Environment and Liquidity are extracted based
upon prior criteria with 75 percent of variance. From the factor

to the dividend announcement and environment is moderate
influenced to dividend announcement.

© In cluster analysis the investors are segmented into three
© clusters such as liquidity cluster, high positive cluster and
management cluster. It can be concluded that the 50.7
: percent of investors are strongly perceived that there is a
4.1t helps to company to know the which segment of the :
: announcement decision. It is also concluded that there a
influence on dividend decision of the company and which :
: contributed significantly for the segmentation. The discriminate
¢ analysis can be concluded that 100 percent of liquidity cluster,
: 96.6 of high positive cluster and 83.6 percent of management
¢ cluster are correctly classified. Overall it is correctly classified
: by the 96.6 percent of the investors opinion based on the
: dividend determinates. Therefore this study would be strongly
: assist to corporate for supervising the security market and help
1. It helps to the investors to compare the each performance

strongly positive influenced of all factors on the dividend

significant difference among the cluster and all factors are

to the investors to make the intelligent investment decision.
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Fund Preference of Mutual Fund Investors

E. Sulaiman
Bail John Thomas

© has a defined investment objective and strategy. A mutual

Abstract

fund is the most suitable investment avenue for the retail

© investors as it offers an opportunity to invest in a diversified,

Financial market in India offers wide variety mutual fund
products to the retail investors to satisfy their requirements,
financial goals and risk tolerance level. It is very difficult
to offer one type of fund to satisfy all the requirements
of investors. Retail investors are heterogeneous in terms
of their socio-economic/demographic profile, preferences,
and beliefs. The mutual fund preference of investors mainly
depends on the investment objectives, and risk appetite of
the investors. It has been observed that wrong selection of
mutual fund/schemes will not satisfy the requirements of
the investors. The present study aims to analyse scheme/
fund preferences of mutual fund investors; and examine
the relationship of fund/scheme preferences of the
mutual fund investors with their investment objectives,
and risk perception. The investigation has been done with
the help of primary data collected from sample mutual
fund investors. The study found that most of the mutual
investors select funds/schemes without considering the
investment objectives and risk appetite of the investors.

. professionally managed portfolio at a relatively low cost.
: The success of mutual fund products is essentially the result
: of the combined efforts of competent fund managers and
¢ alertinvestors. A competent fund manager analyse investor
¢ behaviour and understand their needs and expectations, to
gear up the performance to meet investor requirements. To
¢ gain a better understanding of the relations among individual
: investors’ decision-making, the processes leading to these
© decisions and investment performance are taken in to
consideration.

2. Statement of Problems

: Nowadays an increasing number of investors are relying
¢ on mutual funds as investment and retirement vehicles.
: At the retail level, investors are unique and are a highly
¢ heterogeneous group. Hence, designing a mutual fund
: product and expecting a good response will be futile. The
: latent heterogeneity among the investors in terms of their

preferences and beliefs form the underlying drivers of their

Key Words

: behaviour. Identification of the most influencing factors

: on investors’ behaviour affects the future policies and

Mutual Fund Schemes, Fund Preference, Investment
Objectives, Risk Perception

: strategies of Asset Management Companies. It also helps
. the regulatory bodies to make the required legislations

¢ and the additional procedures needed in order to satisfy
¢ investors’ desires, and to give more support to market
. efficiency. In this context, the present study is very useful

1. Introduction

: and relevant to examine the fund/scheme preferences of

: mutual fund investors, and to analyse the influence of

A Mutual Fund is a trust that pools the savings of a number
of investors who share a common financial goal. The :
investors buy units of a particular mutual fund scheme that :

investment objectives, and risk appetite of the investors
on fund selection.
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3. Data and Methodology

of coefficient called Bentler-Bonett Fit Index. The universe

perception were tested with chi-square.

4. Review of Literature

context on a qualitative data base.

The study on investor response to suggested criteria for the :
selection of mutual funds examined the selection criteriaan :
investor should use in an efficient market based on three :
factors- load charges, management expense ratios, portfolio :
turnover and brokerage ratios. The results indicated that all

: these factors appear to influence the net sales ratios (Walt,
: Woerheide, 1982). The study was conducted to identify the
The study applies descriptive as well as an empirical :
research design based on the survey method. The survey :
data collected from 400 sample mutual fund investors in :
Kerala through a structured questionnaire. The qualitative :
variables were measured in five point likert-type scales. :
The risk perception of the investors has been measured in
ten point Likert type scale and classified it in to the three
groups viz., low risk group, moderate risk group, and high risk
group. A pilot survey was conducted to assess the reliability :
and validity of the questionnaire. In order to ensure the :
convergent validity of the instruments, confirmatory factor :
analysis of each item in the scale is checked with the help :
¢ Another study has been conducted to examine the related
of the study consists of individual investors (retail investors :
excluding high net worth individuals) of mutual fund :
products hailing from the state of Kerala. The survey was :
conducted during the year 2014. The sample size required :
for the study has been arrived on the basis of minimum :
required sample size table and power analysis. Accordingly
400 sample mutual fund investors were selected for the
intensive study. Simple random sampling was used for this :
purpose. Statistical Package for the Social Sciences is used :
to analyze the data. The fund preferences of mutual fund :
investors with their investment objectives were analysed :
with the help of Friedman'’s test. The dependence of fund/ :
scheme preferences of mutual fund investors with risk :
¢ for safety first in mutual fund products followed by good
i returns, tax Benefits, liquidity and capital appreciation.
i The scheme selection decision is made by respondents on
: their own, and the other sources influencing their selection
Over the past two decades, mutual funds have been the
focal point of an increasing number of research studies
being conducted in the field of finance. The basic issues of
research focused by majority of these studies have been :
performance evaluation of mutual fund with regards to :
risk and return. Very few have discussed on mutual fund :
investors buying behaviour and their attitude in an Indian :
: & Victoria, Leonard, 2006).

information sources influencing the buying decision, and the
factors influencing the choice of a particular fund. The study
reveals that Income Schemes and Open Ended Schemes
are more preferred than Growth Schemes and Close Ended
Schemes. Investors look for safety of Principal, Liquidity and
Capital appreciation in the order of importance from the
mutual fund investment. Newspapers and Magazines are
the first source of information through which investors get
to know about mutual fund Schemes; and investor service
is a major differentiating factor in the selection of Mutual
Fund Schemes (Madhusudhan, Jambodekar, V , 1996).

aspects of the fund selection behaviour of individual
investors towards Mutual funds, in the city of Mumbai.
(Kavitha, Ranganathan, 2001). The mutual fund is a retail
product designed to target small investors, salaried people
and others who are intimidated by the mysteries of stock
market but, nevertheless, like to reap the benefits of
stock market investing. The investors look for safety first
in MF products, followed by good returns, tax benefits,
liquidity, and capital appreciation (Rajeswari, T.R, 2002).
While making fund selection from a variety of information
sources, the mutual fund investors pay a great deal of
attention to past performance of funds and its overall fee
structure (Ronald, Wilcox, T, 2003). The investors look

decision are news papers and magazines, brokers and
agents, television, friend’s suggestions and direct mail
(Nilamadhav, Samal, 2009). The investors consider a wide
range of information before purchasing mutual funds shares
and that the share holders consult a variety of sources for
mutual fund information before and after purchasing shares,
the one being professional financial advisor (Sandra, West,

From the review of literature, it can be observed that mutual
fund as an investment vehicle is capturing the attention
of various segments of the society like academicians,
industrialists, financial intermediaries and regulators for
varied reasons, and deserves an in depth study regarding

....................................................................... F R R L R R R T I
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the behaviour of its investors in an Indian perspective. The :
study on investors behaviour in mutual fund in relation :
to underlying behavioural principles, psychographics, risk :
tolerance and other investor related aspects to be studied
further. The fundamental normative model of investment
behaviour considers only the risk and return as the crucial :
variables affecting the investor's buying behaviour. Thus, it
is in this context the researcher has made a humble attempt :
. 5.1. Scheme and fund preferences of mutual fund

. investors

¢ Inorder to assess the fund preferences of the mutual fund
¢ investors, various schemes/fund of mutual fund products
The fund/scheme selection of mutual fund investors :
mainly influences the investments objectives, and risk :
tolerance level of the investors. Nowadays, different Asset :
Management Companies design and offer wide variety of :
tailor-made schemes/funds cater to the requirements of the
investors. In order to select right fund/schemes from the

to fill this lacuna.

5. Results and Discussions

ESEARCH BULLETIN

market requires awareness and financial literacy from the
part of the investors or financial advice from the expert.
In this paper, the first part of the discussion is concerned
with the fund preferences of the investors, and later part
of the discussion dealt with the examination of relationship
of fund preferences of the investors with their investment
objectives and risk appetite.

opted for investment were classified and analysed on the
basis of type of schemes (Table 1), and nature of portfolio
(Table 2). Indian financial market offers three types of
mutual fund schemes to the investors such as open ended
schemes, close ended