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I am pleased to present Research Bulletin, Vol.42, No. I, April, 2016 issue on the theme topic “Contemporary 

Issues in Securities Markets”, in association with National Institute of Securities Markets (NISM), an 

educational initiative of SEBI.

Indian Securities Market have shown incredible growth in the post Liberalization era. It remains one of the 

most resilient globally and poised to be one of the top destinations for domestic and global businesses to 

spread out and invest into. As global economy moves for impending recovery, India has shown amazing 

strength to bounce back with greater stability and sustainability.

Securities Market facilitates the internationalization of an economy by linking it with the rest of the 

world. This linkage assists through the inflow of capital in the form of portfolio investment. Appropriate 

investment strategy framework tends towards economic growth of the nation. Apart from providing the 

medium for channelizing funds for investment purposes, Securities Markets aid in pricing of assets and 

serve as an indicator of the financial health of the economy. Indian securities markets have witnessed 

extensive reforms in the post-liberalization era in terms of market design, technological developments, 

settlement practices and introduction of new instruments. The fluctuations in the Indian market are 

attributed heavily to cross border capital flows in the form of FDI, FII, etc. In this context, the CMAs can 

apply Risk Mapping techniques such as Value-at-risk and Sensitivity Analysis to measure the exchange 

rate risk resulting from a firm’s activities, including the foreign exchange position.

This publication brings you in-depth research insights on a wide range of topics on contemporary issues 

in securities markets well-written by researchers, academicians and professionals.

I trust you will enjoy reading the Research Bulletin and will find it to be an extremely useful tool to enrich 

your knowledge base in the various aspects of Securities Market.

CMA P.V. Bhattad

President

The Institute of Cost Accountants of India

Foreword
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NISM is pleased to enter into the second year of collaboration with the Institute of Cost Accountants 

of India, on the heels of the resounding success of the joint seminar in April 2015 and the simultaneous 

release of the Research Bulletin. 

NISM has been constantly engaged in all forms of research: publications, conference papers and project 

research. In this joint publication, there have been notable contributions on a wide array of contemporary 

issues.   

The year 2015-16 witnessed a revival in the primary market offerings of equity. This is an opportune time 

for assessing the performance of various IPOs that took place over the past decade.  Likewise, the slack 

period in equity offerings results in brisk activity in new issues of corporate bonds.  Today, the securities 

markets serve as a platform for a wider array of instruments to be traded: Interest Rate Futures constitute 

an important hedging tool for various stakeholders.  The same is also true of currency movements, which 

can be hedged by using derivatives.  

Equity investors need to be clear in their investment goals, including investment time horizons.  Dividend 

announcements by corporations can also be subjected to further analysis, to unravel important economic 

signals.  The roles of SEBI and other market intermediaries are examined closely in two separate papers. 

At the cutting edge in secondary markets, the rising trends in Algorithmic and High-Frequency Trading 

give rise to ethical dilemmas and the Fairness-Efficiency tradeoffs.  

All of the aforesaid matters are discussed threadbare in the papers contained in this issue.  We trust the 

Research Bulletin and the joint seminar will evoke thought-provoking discussions and stimulate further 

research on various aspects of securities markets in India, as the country gears up to unleash the start-

up wave of entrepreneurship.

We wish the joint seminar all success and look forward to close collaborations in the years to come. 

Dr. Sandip Ghose

Director

National Institute of Securities Markets (NISM)

Message from the Director, NISM
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I feel privileged to place before you the present volume of Research Bulletin, Vol.42, No. I, April, 2016 issue 

on the theme topic “Contemporary Issues in Securities Markets”, in association with National Institute of 

Securities Markets (NISM), an educational initiative of SEBI. Our Research Bulletin mainly highlights on 

pragmatic research articles and has a much wider reader base consisting of academicians, researchers, 

industry professionals and practitioners.

I take this opportunity to express my appreciation for my fellow members of the Research, Journal and IT 

Committee, esteemed members of the Review Board, the eminent contributors, the entire research team 

of the Institute and National Institute of Securities Markets (NISM) for their earnest effort to publish 

this volume in time.

This Bulletin comprises of articles on contemporary issues in Securities Markets like Risk-Return Relationship 

in the Stock Market, REITS, Valuation Models, Stock Market Volatility, Foreign Direct Investment (FDI), 

Initial Public Offers (IPOs), Role of SEBI in Capital Markets, Exchange Rates, Interest Rate Futures, etc.

The readers are invited to tender their valuable feedback towards enrichment of Research Bulletin. 

Suggestions for improvement of this Bulletin shall be highly cherished.

CMA Avijit Goswami

Chairman, Research, Journal & IT Committee

The Institute of Cost Accountants of India

Chairman’s Communiqué
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Greetings!!!

The securities market upholds economic growth. More efficient is the securities market, the better is the 

promotion effect on economic growth. It is, therefore, indispensable to ensure that our securities market 

is proficient, transparent and safe. In this regard, SEBI has been working since its inception and would 

continue to work to continuously improve market design to bring in further efficiency and transparency 

to market and make available innovative products to meet the varying needs of market participants, while 

protecting investors in securities. Thus it is our noble endeavour to bring forth the Research Bulletin, 

Volume 42, No. I, April 2016 issue on the theme topic “Contemporary Issues in Securities Markets”, an 

offering of the Directorate of Research & Journal of the Institute in association with National Institute of 

Securities Markets (NISM), an educational initiative of SEBI to enhance the knowledge base of readers 

and help investors in efficient decision-making in their investment mechanism.

We publish both theme based and non theme based articles on the contemporary issues. Inputs are mainly 

received both from academicians and the corporate stalwarts. Our attempt is to draw attention towards 

environmental, social, economical and market-related issues, so that the researchers and decision-makers 

can enrich their knowledge base and can take strategic decisions deliberately.

We are extremely happy to convey that our next issue of Research Bulletin, Vol.42, No. II would be 

published in July, 2016.

We look forward to constructive feedback from our readers on the articles and overall development of 

the Research Bulletin. Please send your mails at research.bulletin@icmai.in. We express gratitude to 

all the contributors and reviewers of this important issue and wish our readers get plenty of academic 

inputs from the articles.

CMA (Dr.) Debaprosanna Nandy

Director (Research & Journal) & Editor, Research Bulletin

The Institute of Cost Accountants of India

rnj.dpnandy@icmai.in

Editor’s Note
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widespread practice for many people either for accumulation 
of wealth or for meeting their future financial requirements 
with the income generated thereon. Now-a-days, a wide 
range of financial assets are made available to individuals 
for investment. In the finance area, investment refers solely to 
the acquisition and administration of securities, which saliently 
includes stocks, bonds and debentures and warrants that are 
usually traded in organized financial markets.

These developments have somewhat complicated the process 
to take a right investment decision that suits the specific 
objectives of an investor. Most of the investors are not 
sharp enough to manage their own investments. Generally, 
investors who are competent to take their investment decisions 
independently, would depend largely on the information 
made available in the prospectus, annual reports, financial 
periodicals, publications of the government, stock exchanges 
and other institutions. Wealthy investors take the investment 
advice from the professional investment advisers. However, 
small investors are not rich enough to consult a professional 
investment adviser, hence their decisions to invest in any 
security are largely dependent upon the advice from accessible 
dealers in securities, bankers and investor-friends.

The research objectives for this paper are: 

(i) To classify investor’s decision making literature based on 
scholarly research paper as building blocks of a conceptual 
framework; 

(ii) To propose a conceptual framework; 

(iii) To outline further research directions.

Stuti Pandey

Abstract

The Indian financial market has achieved tremendous 
growth over the last 15 years, with systems that make it 
on par with the developed markets. The important feature 
of developed markets is the growing number of investors 
and investment avenues. This paper examines financial 
planning, the impact of various variables on investors 
in making their investment decision and try to develop 
conceptual framework based on it.

Key Words

Investment, Investor Awareness, Behavioural Finance, 
Financial Planning, Demographic Variables, Socioeconomic 
Variables, Psychological Factors, Sociological Factors

An Analytical Study on Investor Financial 
Behaviour

Introduction

Investors seek capital security and good returns on investment. 
Uncertainty drives the market’s price-discovery mechanism. 
Uncertainty is the second name of risk. All unknown outcomes 
contain risk, and therein lies the possibility of loss. Risk is 
inherent in the concept of uncertainty. However, anyone 
looking for performance must consider risk, for without it, 
there can be no reward. Smart investors know that uncertainty 
is where the money is. No uncertainty, no risk; no risk, no 
possibility of outstanding performance.

Investing in various kinds of financial assets has become a 



ESEARCH BULLETIN

Volume : 42 - I April 2016 28

The rest of paper is organized as follows: the first section 
will discuss definitions of Investment based on scholarly 
works; determinants of investor’s financial behaviour; and the 
impacts of factors on financial planning. Based on literature 
review, the paper will propose a conceptual framework. The 
last section concludes the paper, provide further research 
directions based on a synthesis of our findings.

1. Concept of Financial Planning

People’s financial needs change throughout their lives. While 
there is a typical financial life cycle pattern that applies to 
most people, every family and individual might be faced with 
unexpected events at any time that are difficult to predict if 
and when they might occur, and are not planned for in the 
financial life cycle.  

Figure 1 – An Individual’s Financial Life Cycle and 
Corresponding Financial Objectives

Source: Life cycle of financial planning by Gail M. Gordon, 

 University of Wyoming Cooperative Extension Service, 
2001

The stage of life in which an investor finds himself, also 
plays an important role in selecting the components of a 
particular investment portfolio and demands a strategic focus 
for disciplined financial planning. These demographic factors 
play an important role while predicting the expected financial 
obligation such as child‘s education, marriage and provision 
for retirement. In the context of investment decision as a 
part of financial planning, each stage in the human life cycle 
has a unique financial objective which needs to be fulfilled, 
which in turn, plays an important role in credit, saving and 
investment decisions.     

2. Investment

Investment is an opportunity which investor undertakes and 
forgoes the current usage to obtain some amount in future. 
Investors in general have appetite to invest in that instrument 
which may generate maximum return with minimum risk. 
Definitions for investment vary from investors to investor 
depending upon his age, income, gender, his risk profile, and 
his future needs.Investing is a productive activity that provides 
benefits to society as a whole.

Cont...

Table 1: Definitions of Investment

Investment Objective              Reference

Investment is done with aim of Capital appreciation. Radha V (1995)

Investment is done by considering factor of Safety and Regular Return. Equity 
shares were preferred for their higher rate of return by the investors

Panda K., Tapan N.P. and Tripathi 
(2007)

Safety and tax savings as the important factors affecting investment in various 
avenues by the investor and developed strategies for enhancing common investor 
confidence such as good return, transparency, investor education, guidance etc.

Santi Swarup K (2008)

Salaried employees seek return, safety, liquidity, convenience and affordability 
and tax benefits as the objective of their investments.

B.B.S.Parihar and K.K. Sharma 
(2012)

This paper refers to Investment as the concept of deferred consumption, which 
involves purchasing an asset, keeping funds in a bank account with the aim of 
generating future returns

Murithi Surya et al (2012)
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Investment Objective              Reference

The study noticed that return potential and liquidity have been perceived to be 
most lucrative benefits of investment in mutual funds and the same are followed 
by flexibility, transparency and affordability

Singh (2012)

Investment avenues depend to a large extent on the investment objectives per-
ceived by investors. Investors differ in their pattern of investment, preferences, 
perceptions and importantly objectives of investment

P.V.Durga Rao and 
G.V. Chalam (2013)

Investment is a commitment of a person’s funds to derive future income in the 
form of interest, dividends, rent, premium, pension benefits or appreciation of the 
value of their principle capital

S. Umamaheshwari and M.Ashok 
Kumar(2014)

2.1 Investment Avenues
A number of investment avenues are available for the 
investors. Some of them are marketable and liquid while 
others are non-marketable; some of them also highly risky 
while others are almost riskless. People need to choose a 
proper avenue among them, depending upon specific need, 
risk preference, and return expected. Investment avenues can 
broadly be categorised under the following heads: -1) Equity 
2) Financial Institution Bonds 3) Corporate Debenture 4) 
Company Fixed Deposits5) Bank Fixed Deposits 6) PPF 7) Life 
Insurance 8) Post Office-NSC 9) Gold/Silver 10) Real Estate 
11) Mutual Fund and Others.

The Securities and Exchange Board of India (SEBI) has allowed 
various categories of investors to invest their excess funds in 
Indian Stock Markets, such as: Individual or Retail Investors, 
Foreign Portfolio Investors (FPIs), Domestic Institutional 
Investors (DIIs), Private Corporate, Non-Resident in Indians 
(NRIs) etc. Among these the first three categories such Retail 
Investors, FPIs and DIIs investible surpluses were more than 
that of others.

Asset Management Companies are striving hard to penetrate 
different market segments by introducing customized products 
according to the needs and wants of the customers. There is a 
need to understand the perceptions of the investors towards 
such products and which are the primary criteria which usually 
investor evaluate to invest. Perception varies from person to 
person, and each person assigns different meaning to the 
same situation as per his experience. It is commonly presumed 
that different people perceive the same situation or thing 
in different ways, due to the past experiences and various 

demographic variables like gender, age, etc.

3. Investor Awareness

Generally, decisions about investment are quite crucial for 
investors, as they are influenced by many factors and have 
considerations like company goodwill, government policies, 
economics of sales and the trend in a particular sector, 
economic and social environment, risk and return, level of 
earning of the individual, his educational background, marital 
status and demographic variables etc.

There are a number of factors which influence the investment 
objective. Following determinants has been arrived after 
going through extensive literature review related to investor 
awareness and investment objective.

3.1 The Determinants of Investor Awareness:

3.1.1 Demographic variables : 
include age, gender, ethnicity, education, income, marital 
status,  employment status.

3.1.2 Socioeconomic variables: 
is an economic and sociological combined total measure of 
a person’s work experience and of an individual’s or family’s 
economic and social position in relation to others, based 
on income, education, and occupation.

3.1.3 Psychological factors: 
pertaining to the mind or to mental phenomena, unction of 
awareness, feeling or motivation
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3.1.4 Sociological factors:
 lifestyles, buying habits, education level, emphasis on 

safety,average disposable income level, attitudes toward 
saving and investing, attitudes toward customer service and 
product quality.

3.1.5 Other Factors: 
rumours, financial advisers, newspapers and magazines.

3.2 Literature Review
The following literature focuses on finding out various variables 
which are responsible for investment. The literature tries to 
cover all investments avenues.

Table 2.Literature Review on Demographic Variables

Sr. 
No. Year Author and Title (Citation) Findings and Observations

1 2000

Shiller, R. J. (2000). Measuring bubble 
expectations and investor confidence. 
The Journal of Psychology and Financial 
Markets, 1(1), 49-60

The study analyse investors purchasing behaviour on num-
bers of demographical variable such as gender, age and 
risk tolerance level of individuals.

2 2006

Kannadhasan, M. (2006). Role of be-
havioural finance in investment deci-
sions

This paper studies behavioural pattern of retail investors, 
based on their various dependent variables like gender, 
age, marital status, educational level, income level, aware-
ness, preference and risk bearing capacity

3 2008

Mittal, M., & Vyas, R. K. (2008). Person-
ality type and investment Choice: An 
empirical study. The ICFAI University 
Journal of Behavioral Finance, 5(3), 7-22

This paper classifies Indian investors into different person-
ality types and explores the relationship between various 
demographic factors and the investment personality exhib-
ited by the investors.

4 2009

Mittal, M., & Vyas, R. K. (2009). Do 
Women Differ in Their Investment In-
formation Processing Style?. Indian 
Journal of Gender Studies, 16(1), 99-108.

This study stated that men and women differ in their risk 
and investment styles. Women are more risk averse and 
prefer low risk fixed income investments.

Table3. Literature Review on Socioeconomic Variables

Sr. 
No. Year Author and Title (Citation) Findings and Observations

1 2005

Perry, V. G., & Morris, M. D. (2005). Who 
is in control? The role of self perception, 
knowledge, and income in explaining 
consumer financial behavior.
Journal of Consumer Affairs, 39(2), 299-313.

This study suggests that individuals who were more 
knowledgeable about financial matters generally were 
more likely to engage in financially responsible behaviour, 
such as controlling their spending, budgeting and plan-
ning for the future

2 2007

Lusardi, A., & Mitchell, O. S. (2007). Baby 
boomer retirement security: The roles of 
planning, financial literacy, and hous-
ing wealth. Journal of Monetary Econom-
ics, 54(1), 205-224.

This study showed that financial literacy influences plan-
ning behaviour, which, in turn, increases wealth holdings

Cont...
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Sr. 
No. Year Author and Title (Citation) Findings and Observations

3 2008
Guiso, L., & Jappelli, T. (2008). Financial lit-
eracy and portfolio diversification.

This study analysed the investment behaviour of one of 
the largest Italian banks’ customers, and found that fi-
nancial literacy leads to diversification in investment

4 2009

Lusardi, A., & Tufano, P. (2009). Debt litera-
cy, financial experiences, and over-indebt-
edness (No. w14808). National Bureau of 
Economic Research

The research also showed a strong relation between liter-
acy and debt related investment avenues.

5 2014

Tripathi, G. (2014). An Empirical Investiga-
tion of Investors Perception towards Deriv-
ative Trading. Global Journal of Finance and 
Management, 6(2), 99-104

This paper analyses derivative investment and found in-
come as an important factor

Table 4.Literature Review on Psychological Factors:

Sr. 
No. Year Author and Title (Citation) Findings and Observations

1 2000

Shanmugham, R. (2000). Factors influenc-
ing investment decisions. Indian Capital 
Markets–Trends and Dimensions (ed.), Tata 
McGraw-Hill Publishing Company Limited, 
New Delhi.

The study shows the psychological and sociological fac-
tors dominated the economic factors in share invest-
ment decisions.

2 2008

Mittal, M., & Vyas, R. K. (2008). Personality 
type and investment Choice: An empirical 
study. The ICFAI University Journal of Behav-
ioral Finance, 5(3), 7-22

This study focus both on psychology and demographic 
factors, and found it affects investment decision and 
play critical role in decision making

3 2011

Wang, L., Lu, W., & Malhotra, N. K. (2011). 
Demographics, attitude, personality and 
credit card features correlate with credit 
card debt: A view from China.Journal of 
Economic Psychology, 32(1), 179-193.

The research states financial behaviour is significantly 
related with personality traits

4 2012

Bennet, E., Selvam, M., Vivek, N., & Shalin, E. 
E. (2012). The Impact of 
Investor’s Sentiment on the Equity Market: 
Evidence from Indian Stock Market. Afri-
can Journal of Business Management, 6(32), 
9317-9325

This study also analyses the influence of market spe-
cific factors on investors’ sentiment. The investor’s 
attitude towards investing is influenced by rumours, 
intuition, herd behaviour among investors and media 
coverage of the stock.
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Table 5. Literature Review on Sociological Factors

Sr. 
No. Year Author and Title (Citation) Findings and Observations

1

1996

Jambodekar, M. V. (1996). Marketing Strat-
egies of Mutual Funds– Current practices 
and future directions. UTI–IIMB Centre for 
Capital Markets Education and Research, 
Bangalore.

This paper examined the awareness and influencing 
factor in buying decision of MFs among investors and 
found that the investors look for safety of Principal, 
Liquidity and Capital appreciation in the order of im-
portance

2 1996

Sikidar, S., & Singh, A. P. (1996). Financial 
Services: Investment in Equity and Mutual 
Funds–A Behavioural Study. Management 
of Financial Services, Deep and Deep Publica-
tions, New Delhi, 136-145

The behavioural aspect of the investors of the North 
Eastern region and revealed that the salaried and 
self-employed formed the major investors in mutual 
fund primarily due to tax concessions

3 2001

Nyhus, E. K., & Webley, P. (2001). The role of 
personality in household saving and bor-
rowing behaviour. European journal of per-
sonality, 15(S1), S85-S103.

This study examined the personality factors like emo-
tional stability, autonomy, and extraversion were im-
portant predictors of financial behaviour.

4 2008

Santi Swarup, K. (2008). Role of Mutual 
Funds in Developing Investor confidence in 
Indian Capital Markets

This paper identified safety and tax savings as the im-
portant factors affecting investment.

5 2011

Saini, S., Anjum, B., & Saini, R. (2011). Inves-
tors’ awareness and perception about mu-
tual funds. International Journal Of Multidis-
ciplinary Research, 1(1), 14-29.

This study analysed investors seek for liquidity, sim-
plicity in offer documents, online trading, and regular 
updates through SMS as factors for investment

6 1995

Radha, V. (1995). A study on investment 
behaviour of investors in corporate secu-
rities. Unpublished Doctoral Dissertation, 
Alagappa University, Karaikudi, Tamil Nadu, 
India

The study analysed investors relied more on maga-
zines and journals for their investment information. 
The success of the investment decision made by the 
investors entirely depended upon the successful per-
formance of industry

7 2012

Parihar, B. B. S., & Sharma, K. K. (2012). An 
Empirical Study of the Investment Pref-
erences of Salaried Employees. TECHNO-
FAME-A Journal of Multidisciplinary Advance 
Research, 1(2), 39-48

The study consider factors return, safety, liquidity, 
convenience and affordability and tax benefits for in-
vestors financial decision making. 



ESEARCH BULLETIN

Volume : 42 - I April 201633

Table 6. Literature Review on Other Factors

Sr. 
No. Year Author and Title (Citation) Findings and Observations

1 2000

Barber, B. M., Odean, T., & Zheng, 
L. (2000). The behaviour of mu-
tual fund investors. Unpublished 
working paper

This paper highlighted three important points for investor’s be-
haviour: 1) Investors buy only those funds that have showed good 
past performance. 2) Investors are reluctant to sell losing funds 
and are ready to sell winning fund. 3) Investors are less likely to 
buy the funds having high transaction fee i.e. brokerage fee, front 
end load fee. They argued that when purchasing a fund investor 
exhibit representative heuristic i.e. Investors believe that past per-
formance is overly representative of future performance

2 2000

Shiller, R. J. (2000). Measuring 
bubble expectations and in-
vestor confidence.The Journal 
of Psychology and Financial Mar-
kets, 1(1), 49-60

This paper says investors are more likely to base their investment 
choices on information received from objective or scientific sources

3 2002

Saraoglu, H., & Detzler, M. L. 
(2002). A sensible mutual fund 
selection model.Financial Ana-
lysts Journal, 58(3), 60-72.

This study shows that investors believe in hiring broker to make 
investment decision.

4 2003

Ramasamy, B., & Yeung, M. C. 
(2003). Evaluating mutual funds 
in an emerging market: factors 
that matter to financial advi-
sors. International Journal of 
Bank Marketing, 21(3), 122-136.

This study also pointed that investor consider financial advisor as 
an important motivator in the selection of Mutual Funds

5 2007

Panda, K., & Tapan, N. P. (2007). 
Tripathi. Recent Trends in Mar-
keting of Public Issues: An 
Empirical Study of Investors 
Perception. Journal of Applied 
Finance, 7(1), 1-6.

The study revealed that majority of the investors relied on newspa-
pers as the source of information. Financial journals and business 
magazines were ranked next to newspapers.  “Safety and Regular 
Return‟ stood first and second with regard to the factors associat-
ed with investment activities.

6 2011

Saini, S., Anjum, B., & Saini, R. 
(2011). Investors’ awareness 
and perception about mutual 
funds. International Journal of 
Multidisciplinary Research, 1(1), 
14-29.

The study found that investors are highly influenced by the finan-
cial advisors and select funds recommended by them without any 
analysis.

7 2011

Wang, L., Lu, W., & Malhotra, N. K. 
(2011). Demographics, attitude, 
personality and credit card fea-
tures correlate with credit card 
debt: A view from China.Journal 
of Economic Psychology, 32(1), 
179-193

The study said financial behaviour is significantly related with per-
sonality traits.
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4. Conceptual Framework
Based on literature review a conceptual frame has been drawn 
on financial planning and all variables related to investment 
decision are identified. 
A summary of the research gaps is as follows: 
• In the previous research, all variables were not classified.
• Previous contributions to the investment hardly considered 
behavioural finance.
• The knowledge dimension in previous literature were not 
explored; 
• The environmental uncertainty and product complexity were 
not addressed in previous literature; 
In an attempt to address the above mentioned issues, we have 
framed a conceptual framework based on our building blocks.
• Input (Need for financial Planning)
• Process (Investment)
• Output (Investment Decision)
• External factors (Variables)

Figure 3: Conceptual Investment Framework 

  

5. Conclusions and Further Research Directions

In the present paper, an attempt is made to synthesize current literature 
from those research communities addressing Investor awareness 
issues. The present paper is guided by three research objectives. 

In response to first research objective, a systematic literature 
review is undertaken of current literature covering Investment, 
Financial planning, Investor awareness and its various 
variables responsible for it.

An attempt is made to define Investment & investor awareness 
from various scholars’ points of view, further presented in 
Table no. 1 to 6. The investor awareness literature was further 
classified as per building blocks of the conceptual framework, 
as shown in Figure 3. 

Building blocks of an Investment framework are classified 
into four major components such that each set of variables 
represents input, process, output and external factor of the 
framework. 

After analysis of literature, the synthesis of literature results 
into a conceptual framework. The conceptual paper is the 
core of the present paper. The aim of proposing a conceptual 
framework was to address some of the key variables which 
were identified through review of current literature. 

The framework further considered variables uncertainty on 
investment decision making and product complexity which 
were not addressed in past in Investment decision literature.

There is scope for researchers to further explore the impact 
of various variables on the behavioural finance and effect on 
Investment decision performance. 

The behavioural dimensions of financial planning need 
further attention. There is a need for a comparison of various 
investment avenues. The study of the impacts of variables on 
various investment avenues also needs further investigation.
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Motivation and Objectives

The 140-year old Bombay Stock Exchange (BSE), established in 
1875, is one of the oldest in Asia. It was conceived out of the 
innate trading skills of the business community in commodities 
trading. The National Stock Exchange of India (NSE) was 
established in 1990s to be the most technologically advanced 
exchange in the country and the region. Combined together, 
the Indian markets have a great legacy to carry forward in 
terms of market savvy as well as technological savvy. 

SEBI’s first move in the field of AT/HFT came about in 
2008. The first mention about Algorithmic Trading and High 
Frequency Trading (AT/HFT) in public was made in India in 
June 2009. Thereafter, there had been a lull in the public 
discourse until Oct 2013. Since then, there have been several 
events influencing AT/HFT in India. A tracing of events from 
October2013 up to January 2016 makesinteresting reading. 
While several research papers focus on various aspects 
of AT/HFT from the perspective of trading opportunities, 
exchange perspective or the regulatory perspective, this 
paper attempts a holistic approach, incorporating  the events 
involving various stakeholders including the stock exchanges, 
regulators, traders, investors and technology providers, under 
one umbrella, indicating broad trends of events. The ultimate 
objective of such an update is to provide directions for further 
research relevant to the Indian exchanges.

Review of Literature

Over the last three decades, the financial market processes has 
undergone vast changes due to technological advancement. 
One of the developments relates to the use of algorithms 
to place and execute trades on the exchanges. Initially, this 

Analysis of Events Pertaining to Algorithmic 
and High Frequency Trading in India

Abstract 

A tracing of events from October 2013 up to January 2016 
makes interesting reading. While several research papers 
focus on various aspects of AT/HFT from the perspective 
of trading opportunities, exchange perspective or the 
regulatory perspective, this paper attempts a holistic 
approach, incorporating  the events involving various 
stakeholders including the stock exchanges, regulators, 
traders, investors and technology providers, under one 
umbrella, indicating broad trends of events.

The trend in volumes is a rising one, with AT/HFT, settling 
at around 40% in June 2015, as reported by RBI in its 
Financial Stability Report.As regards breach of market 
integrity, there has been 1 instance of annulment and 4 
incidents of trading errors, in after the initial introduction of 
AT/HFT in the Indian markets in 2008. The establishment of 
clear-cut rules for annulment is a good sign for empowering 
the exchanges to take timely action for improvement 
of market integrity. As regards fairness, SEBI is closely 
monitoring the handing out of colocation facilities. Rapid   
technological advancement makes regulation complex 
when facing trading-rule related dilemmas. 

A community of practitioners and opinion-leaders specific 
to AT/HFT in India has emerged, whose representations 
need to be sought for greater transparency in future policy 
formulation.
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was thought to be beneficial to the investors for best price 
availability and speed of execution, but over a period of time, 
AT has been steadily drawing the eye of the regulators for 
harming investor interests.

In (Aggarwal& Thomas, 2014), the authors study the AT flagged 
data from 2009 to 2013 on the NSE and infer that AT improves 
market quality, transaction costs, reduce volatility and buy-
sell imbalance. A study by (Aggarwal et al,2014) points out 
the effect of imposing restrictive regulations on HFT. They 
infer that the HFTs alter their trading strategies to reduce the 
impact of Order to Trade Ratio fee on HFTs. In (Agarwalla et 
al, 2014), the authors suggest it is easier to detect and punish 
manipulation rather than to try and prevent it. 

The literature reviewed above is exclusively on the Indian 
markets. It pertains to the effects ofAT/HFT with regard to 
regulation and market efficiencies. There is currently a lack 
of literature on the effect of AT/HFT on market participants 
namely, retail traders and institutional investors. The interplay 
of AT/HFT with retail traders and institutional investors needs 
to be studied for evaluating the market fairness for all of 
the market participants. The attempt of this paper is to look 
beyond the specific events and regulations and to serve as 
an update on the current state of AT/HFT in India.

A summary of the literature reviewed has been tabulated 
below: 

Table 1: Literature Review

Sr. 
No. Year Author and Title (Citation) Findings and Observations

1 2014 Aggarwal, N., & Thomas, S. 
(2014). The causal impact of 
algorithmic trading on market 
quality (No. 2014-023). Indira 
Gandhi Institute of Development 
Research, Mumbai, India.

The findings are:

1. AT improves market quality.
2. There are improvements in transaction costs, 
3. Volatility and buy-sell imbalance. 
4. There are improvements in some but not all depth measures and 
these are sensitive to the match design. 

2 2014 Aggarwal, N., Chakravarty, S., 
Panchapagesan, V., & Thomas, 
S. (2014) Do regulatory hurdles 
on algorithmic trading work? 
Working Draft presented at NSE-
NYU Indian Financial Markets 
Conference held on the 4th and 
5th August 2014 

The authors review the effect of Order to Trade Ratio fee on HFTs. 
The HFTs were able to adjust their trading strategies to limit the 
effectiveness of the regulation. 

3 2014 Agarwalla, S., Jacob, J., & Varma, 
J.(2014) High Frequency Ma-
nipulation at Futures Expiry: 
The Case of Cash Settled Indi-
an Single Stock Futures. Paper 
presented at SEBI International 
Research Conference on 27th and 
28th Jan 2014.

Futures markets are known to be vulnerable to manipulation and 
despite the presence of a variety of mechanisms to prevent such 
manipulations, in 2013, SEBI identified a case of alleged manip-
ulation of the settlement price of cash settled single stock index 
futures based on HFT circuit. The authors suggest it is easier to 
detect and punish manipulation rather than to try and prevent it. 
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The major contribution from these papers is, AT/HFT do bring 
in market efficiency, and it is possible to curb their ill-effects 
through suitable measures by the stock exchanges and the 
regulator. 

The above-mentioned papers represent the developments 
in the Indian markets until 2014.Subsequent developments 
and their impact on aspects such as efficiency and fairness 
need to be carried out, to bring the subject matter up to date. 

Research Questions

Based on the foregoing, the research questions that arise, 
w.r.t. AT/HFT in India, are:
l Who are the key stakeholders in the process?
l What are the major issues involved?

In order to address these questions, the researchers looked 
back into the history of AT/HFT in India since 2008, with the 
objective of presenting data and analysis thereon. 

Data

Between June 29, 2009 and January 28, 2016, there were 62 
episodes of information on the subject of AT/HFT reported in 
the Indian news. To perform News Analytics, data is available 
for parsing from 9 different publications: Business Line (BL), 
Business Standard (BS), DNA, Economic Times (ET), Financial 
Express (FE), (The) Hindu, Indian Express (IE), Mint, and the 
Sunday Guardian (SG).Each of these news events described 
one or more of 6 types of stakeholders: Stock/Commodity 
Exchanges, SEBI/RBI, Traders, Investors, Technology Providers 
and the Media (owing to a defamation suit). It is quite possible 
that a same event could involve more than one of the aforesaid 
stakeholders. 

Methodology

The data is parsed into 62 rows (one for each event) and 6 
Columns (one for each stakeholder) to obtain a 62*6matrix, 
i.e. 372 cells. This matrix is digitized into 1 and 0, with 1 
representing the presence of that particular stakeholder in 
a particular event. There are 122 cells marked as ‘1’. Totals 
are then taken vertically to identify the stakeholder most 
influenced by the turn of events. 

The highest coverage was on Exchanges (70.97% of events), 
details tabulated as under:

Table 2: Summary Statistics of News Analysis

Stakeholder Number and % of 62 
Events

Exchanges (BSE, NSE, MCX, 
NCDEX) 45(72.58%) 

Regulators (SEBI, RBI) 29 (46.77%)

Traders (Brokers) 20 (32.26%)

Investors (Institutional, HNIs) 11 (17.74%)

Media 10 (16.13%)

AT/HFT Technology Providers 7 (11.29%)

Conclusions are drawn from the data structured in the manner 
described above. The 62 events listed are referred to in order 
to bring in the context. While parsing the data, care has been 
taken to present the analysis in a chronological order as far 
as possible, to facilitate a better tracking and understanding 
of various events, which are also very technical in nature. 

This methodology is replicable for any data set from any other 
market or jurisdiction.

Analysis and Findings

Stock Exchanges
Stock Exchanges enjoy the status of frontline regulators. 
Under the Securities Contract (Regulation) Act, 1956, they 
formulate bye-laws and have oversight over the conduct of 
members (i.e. stock-brokers) whom they regulate. In turn, 
Stock Exchanges come under the purview of SEBI. In case of 
rulings by Stock Exchanges, members have legal recourse to 
the Securities Appellate Tribunal (SAT).

Activity Levels in AT/HFT
Various estimates place the level of AT/HFT between 30% 
and 40%, though in some months, a level of 59% has been 
reached. As on June 2015, the Financial Stability Report of 
RBI placed the estimate at 40%. 
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Table 3: AT Statistics on BSE

Month % of all trades

Dec 2013 18.23

Jan 2014 19.89

Feb 2014 17.73

Mar 2014 19.22

Apr 2014 25.18

May 2014 27.91

Jun 2014 28.73

Jul 2014 28.77

Aug2014 28.30

Sep 2014 30.09

Oct 2014 29.92

Nov 2014 28.58

Dec 2014 30.82
(Source: BSE)

Subsequent estimates are from various sources. A Business 
Standard report on January 28, 2015 estimates AT on the 
NSE to be 38.50% on NSE, with an additional 22.60% from 
Co-location, taking the total to 61.10%. An Economic Times 
report of May 23, 2015 estimates AT/HFT levels to rise from 
the present 40% to 60% by year 2020. As per a Business 
Standard report dated June 29, 2015, the May 2015 statistics 
reveal AT to be 15.05% in BSE and 19.83% in NSE, with an 
additional 24.26% from Co-locations, making the total of AT/
HFT 59.14% of turnover. This is almost 60%, close the level 
of European Exchanges (US market levels are 70% to 80%). 
The Financial Stability Report of RBI of June 2015 placed the 
level of AT/HFT volumes at 40% to total volumes in the cash 
segment (on the BSE plus NSE) in June 2015, as compared 
to 28% in 2011 (BSE 11%, NSE 15%). This an almost two-fold 
increase. A report dated July 13, 2015 places the level of AT/
HFT at around 33%, as per Business Line. As per a report of 
September 6, 2015, the share of AT/HFT on the NSE was 30%.

As indicated by the Association of National Exchange Members 
of India (ANMI), a body of stock-brokers, on September 23, 
2015, the 18% of the turnover from stock exchanges came 

from AT and 24% from Co-location servers, making it 42% 
of turnover from sophisticated players. ANMI opines that 
AT/HFT players enjoy an unfair advantage and have made a 
representation to SEBI for a level playing field, through speed 
bumps. On the contrary, institutional brokers feared that 
any such move to introduce speed bumps may drive FII/FPI 
business away to Singapore or other markets. 

AT provides almost 90% of all messages in the Nifty. In certain 
stocks, this constitutes 99%, as per Banerjee & Nawn (2015). 

The Stock Exchanges, BSE and NSE are a part of 45 of the 62 
news events.  These developments are described under sub-
themes such as (a) Market Integrity (b) Uptick in Volumes 
and (c) Fairness. 

Market Integrity:In October 2013, the major concern was the 
rising instances of fat-finger trades. A fat-finger trade is one 
where the employee of the trading firm makes an error while 
punching in an order, either in the quantity or price, resulting 
in a potentially huge distortion of the market. Strictly speaking, 
such aspects do not come directly under the purview of AT/
HFT. However, under such circumstances, the positions of 
traders, especially AT/HFT traders,become vulnerable as their 
systems work on microscopic price differences. Standard rules 
for annulment of trade were yet to be framed by SEBI, until 
2015. NSE had also equipped itself to halt trade within 20 
microseconds, in the event of a severe market distortion. In an 
earlier instance on October 5, 2012, NSE took 6 seconds to halt 
trading, but this delay caused further panic selling.  In October 
2014, NSE was censured by SEBI on its failure to prevent 
the flash-crash in the Nifty Index Futures which occurred in 
2012. In January 2015, there was a sudden 400-point fall in 
the index futures price. Yet again, when a listed entity, Adani 
Enterprises, underwent a demerger, there was a distortion 
in the post-demerger price in June 2015, and the prevailing 
confusion was exacerbated by AT/HFT trading. In July 2015, 
SEBI announced the rules for annulment of erroneous trades. 
In September 2015, NSE introduced mechanisms to prevent 
self-trade in F&O, and again in respect of member’s clients in 
October 2015; BSE did likewise in January 2016. On October 
1, there was an order-matching glitch on the NSE in respect of 
the IDFC counter. Thus, it is seen that the evolutionary path 
has not been glitch-free. This could be one of the learnings 
for other exchanges or markets in India or elsewhere.  
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Uptick in Volumes : AT/HFT gained greater acceptance and 
there was a huge pick-up in its activity, especially from June 
2014. In August 2014, NSE invited research-based suggestions 
on the use of high-tech tools. In December 2014, NSE declared 
its intent to make further investment in high-tech tools. January 
2015 saw a further rise in AT/HFT volumes, accompanied by 
rising number of requests for co-location. In addition, retails 
investors were also encouraged by exchanges to use Apps to 
drive their trading processes, helping in raising volumes. The 
continuing positive trend in AT/HFT was maintained in July 
2015, as more participants began to adapt to new technology. 
Both BSE and NSE continued to pursue high-end technological 
solutions in furtherance of AT/HFT.

Fairness: In April 2014, attention shifted towards the unfair 
advantage that HFT traders enjoy. This advantage was 
accentuated in penny stocks. Such an advantage could 
possibly have the effect of crowding other traders and 
investors out of the market, in the opinion of SEBI and also 
some market participants. This brought to the fore the debate 
of efficiency versus fairness, brought about by AT/HFT. SEBI 
had specifically asked exchanges to be fair when offering 

co-location facilities to market participants. 

In August-September 2015, NSE was involved in a confrontation 
with the print media, having filed two defamation suits. The 
media published reports after having received a copy of a 
whistle-blower’s complaint to SEBI, that the exchange had 
provided unfair advantage to certain HFT players. The High 
Court ruled in favour of the media. 

Commodity Exchanges:

The Exchanges involved are the MCX and NCDEX. These 
commodity exchanges were regulated by the Forward Markets 
Commission (FMC), which ultimately got merged with SEBI 
on September 28, 2015. 

Since 2013, FMC had initiated safeguards while permitting 
AT/HFT. Due to daily price limits and limitations on the Order 
to Trade Ratio (OTR), the scope for wild swings was limited. 
Also, AT/HFT was not permitted on mini-contracts. AT/HFT 
constituted almost 15% to 20% of volumes on the MCX and 
also the NCDEX. Refer Table 4 below.

Table 4: AT/HFT Statistics on Commodity Exchanges

NCDEX NCDEX MCX MCX

Month Turnover, Rs. Crore % to Turnover Turnover, Rs. Crore % to Turnover

Dec 2014 5,301 5.72 21,228.54 24.58

Jan  2015 Cotton 10.20 Crude, Copper, Natural Gas, Silver 3.00

Jul  2015 Cotton
(May 2015) 37.00 Crude, Copper, Natural Gas, Silver 30.00

Jan  2015 Mustard 4.82 Aluminium, Gold Lead, Mentha Oil, 
Nickel, Zinc 10.00

Jul  2015 Mustard
(May 2015) 10.21 Aluminium, Gold, Lead, Mentha Oil, 

Nickel, Zinc 15.00 to 20.00

Jul   2015 3,960 9.44 24,015.41 31.25
(Source: NCDEX and MCX and as compiled by Business Standard Research Bureau)

The table shows that AT/HFT in the two commodity exchanges 
has risen from 30% to 40% in the 6 months from December 
2014 to July 2015. Notably, in the Gold and Silver contracts 
on the NCDEX, these volumes range from 80% to 90%. 

Representation from all stock and commodity exchanges need 
to be taken into consideration in future policy formulation.

Regulators

There are 29 observations in this category.  The three regulators 
covered in this study are SEBI, RBI and FMC. 

SEBI had permitted AT/HFT in 2008, with the introduction 
of the Direct Market Access (DMA) for institutional clients 
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of brokers. Lehman in India was the first adapter. However, 
subsequent development took a backseat owing to the global 
financial crisis and the resultant turmoil in the Indian markets. 
This move regained impetus in 2009, till AT/HFT firmly took 
root in 2013. 
On October 5, 2012, erroneous orders of a stock-broker 

resulting in multiple trades for an aggregate value of over 
Rs.650 crore triggered the circuit breaker. At that time, SEBI 
issued a discussion paper on annulment.

A brief history of annulment and erroneous trades in the 
Indian markets is tabulated below:

Table 5: Instances of Trade Annulment and Erroneous Trades

Year Event

Instances of Trade Annulment

Aug 19, 2002 NSE annuls trades of 14 entities in the stock of Cyberspace on the grounds of fraud and manipu-
lation

Oct 26, 2011 All trades of equity derivatives segment on the BSE were annulled due to the malfunctioning of a 
trading algorithm of a stockbroker

Instances of Trading Errors

Oct 26, 2011 A trading algorithm malfunctioned, resulting in a large movement in the Sensex futures, within a 
span of less than 3 minutes, on the BSE

Apr 20, 2012 An error by a trading algorithm resulted in fall in prices of Infosys futures by 19% on the NSE

Oct 5, 2012 Erroneous orders of Emkay Global resulted in multiple trades for an aggregate value of Rs.650 crore, 
the Nifty circuit breakers got triggered and trading in the NSE’s cash market segment was halted

Feb 1, 2013 Malfunction of a trading software of a stockbroker resulted in erroneous orders in scrips of Tata 
Motors and UltraTech Cement

(Source: Business Line, July 17, 2015)

In 2013, SEBI’s focus was the prevention of erroneous trades 
and damage control. In July 2015, SEBI took the final step in 
the matter of annulment of erroneous trades by prescribing 
the rules, such as the request within 30 minutes, the fee 
ranging from Rs. 1 lakh to Rs. 10 lakhs, review of transaction 
or reset in prices. 

In 2014, ‘Flash Boys’, the book by Michael Lewis highlighted 
the dangers of crowding out by the more powerful players in 
AT/HFT, and the focus of attention was fairness. In January 
2014, SEBI published a background research paper, and 
in January 2015, a discussion paper on AT/HFT. By April 
2015, it was felt that SEBI had been very closely monitoring 
the aspect of fairness in co-location, but left operational 

aspects such as setting of upper and lower price limits to the 
exchanges. The rapidly changing landscape of AT/HFT made 
regulation very complex, especially in matters related to speed 
bumps (500 millisecond resting period of orders, batching 
or  randomization) and a two-queue system. Subsequently, 
in June 2015, SEBI seriously considered introducing speed 
bumps to bring in fairness. 

In the meantime, RBI expressed a concern that a rise in AT/
HFT could be destabilizing for markets, and could pose a 
systemic risk. This was stated in its Financial Stability Report 
released in end-June 2015, while observing that AT/HFT had 
risen from 11% to 40% between 2011 and 2015.
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FMC had issued broad guidelines for AT/HFT in 2013, which 
were strengthened thereafter. This was the framework under 
which MCX and NCDEX operated.  

One criticism about SEBI’s rule making process was that all 
market participants are not involved in the discussions. There 
had been fear about drastic changes in AT/HFT in the form 
of minimum contract size, minimum resting time of orders, 
batching-and-randomizing of orders, etc. 

In keeping with the trend of literature until 2014, researchers 
Banerjee & Nawn (2015), opined that AT/HFT is a necessary 
evil, but, owing to their contribution to the market, especially 
Proprietary AT players provide liquidity and stability, hence 
play an important role in markets. Hence, rules need to be 
carefully framed, in view of the useful role of HFT. 

Representation from all regulators needs to be taken in future 
policy formulation. 

Traders

There are 20 observations in this category. 

In June 2009, the first set of brokerage firms and proprietary 
traders made their foray, by resorting to the newly permitted 
DMA facility permitted by SEBI. Early adopters were: Citigroup 
Global Markets, Credit Suisse, Geojit BNP Paribas and Noble 
Group, among others. 

Thereafter, until 2013, the major concern for traders was to 
get over the problem of fat finger errors and erroneous trades. 
The Emkay Global fat-finger error case is also SAT-settled, with 
the counter-parties, Inventure and Prakash Shah agreeing 
for a 50% haircut and settling for the balance 50% of the 
transaction through the pay-in/pay-out mechanism of NSE. 
As of now, with the rules formalized by SEBI, annulment of 
trades is a possibility.

From a risk perspective, erroneous trades, trading halts and 
bouts of extreme volatility in the markets make the potential 
for losses deeper, with the presence of AT/HFT.  According 
to NTD Trading, AT/HFT could exacerbate market falls when 
the Nifty falls below key pivot points, as it happened in early 
May 2015. 

Specific reports of a rise in AT/HFT volumes were made on 
two occasions: June 11, 2014, and June 30, 2015. 

Opinions about the benefits or evils of AT/HFT from the 
trading community are divided. There are some that find 
the investment in sophisticated DMA systems (also called 
Advanced Execution Services = AES) and low-latency Co-
location systems to be worthwhile, whereas there are others 
who opine these to be unfair advantages, especially ANMI, an 
association of stock brokers.  The latter favour speed bumps in 
some form, to introduce fairness. AT/HFT has also put jobbers 
out of jobs, through process automation.

Representation from parties, both for and against AT/HFT 
needs to be examined, in future policy formulation exercises. 

Investors

There are 11 observations in this category.

There are some proprietary traders who can be counted among 
the category of investors.Crosseas Capital is one of the largest 
domestic arbitrageurs using AT/HFT, who are conceptually 
not against the two-queue system, in the interest of fairness. 
However, according to another firm, Global Markets Exchange 
Group, co-location is for time priority. If time-priority is ruled 
out, the demand for co-location will come down. 

JP Morgan, Morgan Stanley, Credit Suisse and Deutsche Bank 
are the big institutional players. Besides, there are HNIs who 
make use of AT/HFT. 

After the 2013 foray, by the end of April 2014, AT/HFT volumes 
accounted for one-third of the total trade volumes. A further 
pick-up in volumes was witnessed in June 2014 and, in January 
2015, Foreign Institutional Investors (FIIs) also contributed 
significantly to the rising volumes. 

One peculiar problem that beset the FIIs was the tax 
uncertainty. An exchange co-located DMA facility could be held 
by the income tax authorities as a Permanent Establishment 
(PE) in India and hence, subjected to the Corporate Taxes at 
40% and the Minimum Alternate Tax (MAT). 

BSE has introduced Self-Trade Prevention Checks (STPC) 
for institutional investors, such as mutual funds, foreign 
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institutions, insurance companies and hedge funds. For this 
purpose, the Income Tax Permanent Account Number (PAN) 
and the Unique Client Code (UCC) will be linked. 

As regards individual investors, a representation was made by 
a Delhi-based investors’ association in October 2015, against 
AT/HFT, in the interest of fairness. Midas TouchInvestor 
Association had written a letter to Member of Parliament, 
Veerappa Moily, who is the Chairman of the House Panel on 
Finance, citing the following apprehensions:

l Lack of transparency in formulation of algo trading 
framework in 2012

l Inadequate guidelines on physical infrastructure and 
colocation

l Inadequate safeguards to ensure a level playing field

l Delegation of powers to bourses against the spirit of law

l Processes not as robust as those followed by the SEC 
of USA.

This representation is by one of the 40-odd investor-
associations in the country. The possibility of including such 
representation in future policy formulation exercises needs 
to be examined seriously. This would be in addition to other 
investors such as Domestic and Foreign Institutions and HNIs. 

Media

There are 10 observations in this category, all clustered 
between August-September 2015. The main reason for the 
Media to be included as a part of these statistics is that they 
were made a party to a defamation suit by NSE.  India Samvad 
and Moneylife, the two publications, had published reports 
stating stock exchanges favoured a particular group persons 
for engaging in AT/HFT. This was based on a letter to SEBI 
by a whistle-blower, based on which it published the report. 
Moneylife was able to substantiate the fact that it had sent 
emails to NSE seeking a clarification, and, in the absence of 
any response, went ahead with the reportage. NSE filed the 
defamation suit against Moneylife, heard by the Bombay High 
Court, which ruled in favour of Moneylife.

 

Technology Providers

There are 7 observations under this category.

Technology support in the form of hardware and software 
are extremely crucial to the functioning of stock exchanges, 
traders and investors, as it was eloquently described by 
Michael Lewis in Flash Boys. 

Omnesys Technologies has a presence in India since 2009. 
Sophisticated liquidity seeking algorithms deliver better 
execution serves to institutional investors. However, though 
technologically India may be at par with some of the developed 
countries’ markets, in India, there are not many listed securities 
with sufficient liquidity. 

Quant Express Technology is another player in the market. 
uTrade Solutions also specializes in algorithms, popular 
among members of the MCX and NCDEX. 

Kotak Securities deploys an algo that executes orders closest 
to Volume Weighted Average Price (VWAP) or Time Weighted 
Average Price (TWAP). Institutional investors can invest in 
similar technologies, according to KSL. Smart Order Routers 
(SORs) route orders to the exchange that offers the most 
beneficial price. 

Co-location cuts down the execution time to micro-seconds. 
However, the operating costs could be Rs.30 lakhs to Rs.40 
lakhs per annum. In case hiring of a co-location rack on a 
stock exchange is not feasible, one can also automate between 
Excel sheets and application programmes, and have these 
applications rest on the stock-brokers’ computer server. Flex 

Trader and Omnesys Technologies/Thomson Reuters are 
some of the technology providers in vogue. 

NSE itself is a heavy investor in technology.  Of late, GATElab, 
a financial software company, has assisted NSE to set up a 
low-latency co-location facility. F&O orders can go through 
in 30 microseconds under this system. NSE forex derivatives 
segment will also go through this system.  

BSE has launched an algorithm trading test environment in 
partnership with Symphony Fintech Solutions. Algorithms in 
equity, equity derivatives and currency derivative segments 
can be tested by members free of cost. 
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Technology has its own hazards, as BSE realized in 2010, 
when the algo of a Delhi-based broker went into a buy-sell 
loop and overshot the BSE derivatives turnover by many times 
its daily average. 

Representation from technology providers also needs to be 
taken into consideration in future policy formulation exercises.

Summary and Concluding Remarks

As a part of the discussion and analysis, several major 
stakeholders have been identified: 4 Exchanges (Stock and 
Commodities), 3 Regulators, Traders (Prop and Agency):  with 
views for and against AT/HFT (e.g. ANMI), Investors comprising 
of Domestic and Foreign Institutions, HNIs, and retail investors 
through an investors association and 7 Technology Providers. 

The trend in volumes is a rising one, with AT/HFT between 
30% and occasionally 60% as per statistical data from the 
stock exchanges, finally settling at around 40% in June 2015, 
as reported by RBI in its Financial Stability Report.

The major issues are: Market Integrity and Fairness. 

As regards breach of market integrity, there has been 1 instance 
of annulment and 4 incidents of trading errors, in after the 
initial introduction of AT/HFT in the Indian markets in 2008. 
The establishment of clear-cut rules for annulment is a good 
sign for empowering the exchanges to take timely action for 
improvement of market integrity. This implies a lesser number 
of such future disputes being taken to SAT.

As regards fairness, SEBI is closely monitoring the handing 
out of colocation facilities. 

Rapid  technological advancement makes regulation complex 
when facing trading-rule related   ethical dilemmas: such 
as,speed bumps (that favour those not technologically 
advanced),to be balanced with freer price-discovery 
mechanics(that favour those technologically advanced). This 
question remains unresolved in this paper, from the extant 
data and information. 

A community of practitioners and opinion-leaders specific 
to AT/HFT in India has emerged, whose representations 
need to be sought for greater transparency in future policy 

formulation. From a research perspective, this makes it an 
opportune time for primary research studies. 
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Introduction

A valuation model is a mechanism that uses a series of his-
torical values or forecasts to determine the intrinsic value of 
a financial asset (most often a stock). The intrinsic value is 
basically an estimate of the value of the stock, what it should 
be, based on its fundamentals. The market value though may 
be different in the short term; it is an indication in which 
direction the market value is likely to move in the medium to 
long term. It is important, because they are a fundamental 
source of excess returns for investors and fund managers 
worldwide. Valuation of stocks is done using various types of 
models. The first generation models include ‘absolute value’ 
models which attempts to determine the present value of a 
stock’s using expected future benefits. According to these 
models the value of a stock is equal to the present value 
of future benefits that a stock holder expects to receive in 
the future. These kinds of models take two general forms: 
single-period models (Gordon, 1962) or multi-period models 
such as discounted cash flow models (Miller and Modigliani, 
1961). These models rely on financial forecasts rather than 
historical observations.  

However, there is a contentious debate about the financial 
benefits that should be discounted. Some authors argue 
earnings, some dividends, and others cash flow from opera-
tions. It turns out that, properly defined, these approaches 
though independent are largely equivalent. One of the major 
limitations of multi-period models is that future benefits (at 
least in theory) have to be forecast into the indefinite future 
(Baker and Haslem, 1974). As models become more complex, 
a point of diminishing returns is reached. To overcome the 
over dependence on forecasts in its purest form, researchers 
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follow the constant growth model, where/ it is assumed that 
the firm will maintain a stable dividend keeping its retention 
rate constant (Bierman, Downes and Hass, 1972). The more 
advanced ‘relative value’ models determine the intrinsic value 
of a stock based on the observation of market prices of similar 
class of assets (Whitbeck and Kisor, 1963). They use certain 
determinants of stock prices and compare them with a market 
or industry index using multi-variate techniques to arrive 
at generic models. In recent times complex ‘option pricing’ 
models are used for derivatives in complex real time situa-
tions where the valuation is derived from an underlying asset. 
The most common ‘option pricing’ models are the Black and 
Scholes (Black and Scholes, 1974) and Lattice models. Despite 
the evolution and improvements in various genres of valuation 
models, their forecasting abilities are often debatable. The 
literature on asset valuation offers some interesting insights. 

I: Literature Review

A: Absolute Valuation
Absolute valuation models attempt to find the intrinsic value 
of a stock based only on fundamentals. Valuation models that 
fall into this category include the dividend discount mod-
el, discounted cash flow model, residual income models and 
other asset-based models (Gordon, 1962; Walter, 1963, etc). 
The dividend discount model is one of the basic absolute 
valuation models. The dividend model calculates the intrinsic 
value of a stock based on the dividends a company pays to its 
stockholders. The justification for using dividends to value a 
stock is that dividends represent the actual cash flows going 
to a stockholder, thus valuing the present value of these cash 
flows should give you a value for how much the stock should 
be worth. Second, it is not enough for the company to just pay 
dividend; the dividend should also be stable and predictable. 
What if the company does not pay a dividend or its dividend 
pattern is irregular? 

Further refinements led to absolute valuation model using a 
firm’s discounted future cash flows to value the stock. The 
advantage of this approach is that it can be used for a wide 
variety of firms that does not pay dividends, and even for 
companies that do pay dividends.  Absolute valuation mod-
els also differ in terms of their time frame under study. In a 
single period valuation, one needs to forecast the expected 
dividend and the value of the stock at the end of the year. In 
a multi-period model the intrinsic value depends on present 

value of the infinite streams of dividends the stockholders 
expects to receive. At this point one might question, why 
earnings an important parameter not factored in these models. 
Technically, earnings can be used for one of the two purposes: 
they can be paid out to stockholders as dividends, or they can 
be ploughed back for future reinvestments. If they are rein-
vested, they are likely to increase future earnings and hence 
future dividends. Therefore, discounting future earnings leads 
to duplication and therefore should be avoided. 

B: Relative Valuation
While absolute value models are widely accepted in the 
academic fraternity because of its rigor; they are seldom 
used by practitioners (Bing, 1971). Researchers value stocks 
by applying a close surrogate of earnings multiple (usually 
price to earnings or simply P/E multiple). The approaches to 
the establishment of the P/E multiple covers a wide range. 
Most researchers use historical P/E multiple of stocks or 
the historical P/E multiple of a stock or panel data across 
a particular industry or a market proxy (usually an index). 
Another distinctive approach is to list and discuss a set of 
factors that are perceived to affect P/E multiples, but leaving 
the weighing and often explicit definition of these factors to 
the researchers individual perspective (Grahan, Dodd, and 
Cottle, 1962). Cross sectional regression analysis is used to 
define the weights on a set of hypothesized determinants 
of a stock’s price over a period of time. At the more generic 
level multi-variate regression analysis is applied on a set of 
stocks of relating the P/E multiple to more than one variable. 

One of the earliest empirical studies to use this approach 
was (Whitbeck Kisor, 1963). According to this model the P/E 
multiple of a stock was related to its earnings, payout policy, 
and risk. Accordingly, the relationship was defined as: P/E 
multiple = 8.2 + 1.5 (earnings growth rate) + 6.7 (dividend 
payout) – 0.20 (variation in growth rate). This equation rep-
resents an estimate at a point in time of the simultaneous 
impact of the three independent variables on the dependent 
variable. The beta coefficients represent the weight that mar-
ket places on each variable at that point in time. The signs 
represent the direction of the impact of weight variable on 
the P/E multiple. It is important to note that that the weights 
and signs are dynamic and are likely to vary across time as 
well as across contexts. The overall explanatory power of 
the model was quite high, given that fact that the signs are 
consistent with existing theory and common financial acu-



ESEARCH BULLETIN

Volume : 42 - I April 201647

men. An equation, such as this, can be used to arrive at the 
theoretical P/E multiple for any stock by substituting the 
values of the independent variable forecasts. Such findings 
can be used for investments decisions to go long or short on 
a particular stock. There are indications that interests in such 
models have increased off-late. Every conceivable variable and 
combination has been tried (Bower and Bower, 1969; Gruber, 
1971; Malkiel and Cragg, 1970) for predicting stock outcomes 
with varying degrees of success.

C: Option Valuation 
The Black and Scholes (1973) or its extended Black, Scholes 
and Merton model is a pioneering model for valuation of 
options. From the model, one can derive the intrinsic value 
of the price of a European-style option. The authors derived 
a stochastic partial differential equation, which estimates the 
price of an option over a period of time. The key idea behind 
the model is to hedge the option by buying and selling the 
underlying asset in just the right way and, as a consequence, 
to eliminate risk. This type of hedge is called ‘delta hedging’ and 
is the basis of more complicated hedging strategies such as 
those engaged in by investment banks and hedge funds. The 

model popularized options trading and legitimized scientifically 
the activities of the Chicago Board Options Exchange and 
other options markets around the world. It is widely used, 
although often with adjustments and corrections, by options 
market participants. Many empirical tests have shown that 
the valuations based on this model is ‘fairly close’ to observed 
prices, although there are well-known discrepancies such as 
the ‘option smile’. 

II: Methodology

In an attempt to study the effectiveness of valuation models 
in the Indian context, we tested the Whitbeck Kisor (1963), 
a relative valuation framework covering a time frame from 
(1995-2013) using the BSE-100 index as a benchmark for the 
sampling frame. Two independent regression approaches 
were used to model P/E as a function of a) EPS growth rate b) 
Dividend growth rate c) Standard deviation in EPS. In the first 
approach, the regression run was carried out on stand-alone 
year-on-year basis and in the second approach on a moving 
10 (ten) year time period using panel data. The findings of 
the regression estimates are given below:

Table I: Results of regression estimation with P/E as the dependent variablea

Model

(1995) (2001) (2007) (2013)

EPS (%)  -0.05 (0.88) -0.02 (0.98) -0.02 (0.37) -0.62 (0.99)

DPS (%) +0.01 (0.16) +0.07 (0.98) -0.11 (0.31) -0.95 (0.98)

EPS (σ) +0.04 (0.36) +0.13 (0.80) -0.20 (0.83) 0.17 (0.43)

Constant 26.05 (1.00)   10.30 (1.00) 27.15 (1.00) 49.52 (1.00)

Std error of estimate 16.99 11.60 17.92 78.88

Model Indices

Adjusted R-square 0.097 0.24 0.05 0.26

F – Value 1.14 (0.65) 2.69 (0.95) 1.09 (0.64) 10.35 (1.00)

N 42 62 72 92
+p < .10, * p < .05, **p < .01, *** p < .001 (significance levels based on two-tailed tests)
a Unstandardized regression coefficients reported; heteroscedasticy-consistent standard errors were used to compute t-statistics, which 
are in parentheses.
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Table II : Results of regression estimation with P/E as the dependent variablea

Model

(1995-2004) (1998-2007) (2001-2010) (2004-2013)

EPS (%) +0.01 (0.73) -0.01 (0.82) -0.01 (0.96) -0.05 (0.99)

DPS (%) +0.01 (0.35) +0.01 (0.31) +0.01 (0.44) -0.01 (0.39)

EPS (σ) +0.01 (0.34) +0.01 (0.56) -0.01 (0.34) -0.01 (0.27)

Constant 16.78 (1.00) 17.93 (1.00) 17.93 (1.00) 25.09 (1.00)

Std error of estimate 23.29 23.17 14.81 35.94

Model Indices

Adjusted R-square 0.01 0.01 0.01 0.01

F - Value 0.50 (0.68) 0.82 (0.29) 1.55 (0.20) 2.97 (0.03)

N 500 561 708 797

 +p < .10, * p < .05, **p < .01, *** p < .001 (significance levels based on two-tailed tests)
a Unstandardized regression coefficients reported; heteroscedasticy-consistent standard errors were used to compute t-statistics, which 
are in parentheses.

III: Research Gaps

Every conceivable variable and combination of variables has 
been tried and tested, but the results are far from encouraging. 
The beta coefficients of the independent variables are incon-
sistent, weak and also insignificant. The overall explanatory 
power of the model also very poor. Whitbeck and Kisor (1963) 
have reported an ability to outperform a randomly selected 
portfolio; Bower and Bower (1970) and Malkiel and Cragg 
(1970) concluded the failure of their models to lead to excess 
returns. A common element across all valuation models is 
that they are effective in explaining stock prices at a point 
in time but not across time. This defeats the very purpose 
for which valuation models are designed for; they have not 
been effective enough in choosing under-over valued stocks. 
The differences may be attributed to various factors rooted 
in methodology, time periods under study, or the researcher’s 
access to efficient set of forecasts. The limitations broadly 
identified in extant research are as follows: 

l Investor behavior or preferences itself changes over a 
period of time, especially in emerging markets like India 

    where the capital market is in a very nascent stage. 
With changes in investment behavior, the weight on 
each variable is likely to change. 

l Estimates of the independent variables like growth and 
dividends change. 

l Even when a model explains a high fraction of the dif-
ference in stock prices, there are stocks that have 
market prices that that lie significantly above or below 
their theoretical prices and continue to do so for a long 
duration of time. Economists usually refer to this to as 
firm effects. These are probably due to the persistent 
influences that are a not captured in the models (Bower 
and Power, 1970). 

l The same logic applies to industry and economy effects 
too. Stock prices in reality are influenced by industry 
as well as broad economic factors. By ignoring such 
variables from valuation models from the model, the 
explanatory power reduces. 
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IV: New Insights 

Fama and French (2004) argue that the failure of CAPM in 
empirical tests implies that most assumptions of the model are 
invalid, including that of market efficiency. One of the major 
implications of the failure of valuation models to explicitly 
analyze issues relating to excess returns is ‘market efficiency’; 
which has not been explored or addressed adequately. One 
of the dominant themes in finance literature since the 1960s 
has been the concept of efficient capital market (Fama, 1991). 
Capital market efficiency refers to stock prices fully reflecting 
all available information at a point time. This is a very strong 
hypothesis. A necessary condition for investors to have an 
incentive to trade until prices fully reflect all available informa-
tion is that cost of information acquisition and transaction is 
negligible. Since these costs are clearly positive, a more realistic 
definition of market efficiency is that prices reflect information 
until the marginal cost of acquiring information and trading 
is less than the marginal benefits derived from it. While cost 
of trading in stocks has become negligible worldwide due to 
substantial increases in volumes, the same cannot be said 
for cost of acquiring information. While how fast information 
is incorporated in a stock or ‘informational efficiency’ has 
been the major area of concern in testing market efficiency, 
an issue that has not been addressed adequately is whether 
the information is correctly incorporated or not referred to 
as ‘market rationality’. Market rationality refers to the ability 
of investors to logically analyze available market information 
and identify the potential impact it might have on a stock. 
This issue assumes more importance in the case of capital 
markets because of the complexities involved compared to 
most other product markets and has serious implications for 
the Indian context.

V: Market Efficiency

The efficient market hypothesis has been classified in extant 
literature into three distinct categories: a) Weak, b) Semi-
strong, and b) Strong form. These classifications were originally 
suggested by Fama (1988). 

Weak form tests whether all information contained in the 
historical prices fully reflected in current prices. Semi-strong 
form test whether publicly available information reflected in 
the current prices. Finally, strong form of market efficiency 
tests if all the information, public and private are fully reflected 

in current prices. 

The efficient market hypothesis has strong implications for 
security analysis. If future return can’t be predicted from past 
return, then, trading rules based on examination of sequence 
of past prices are worthless. If the semi-strong of the hypoth-
esis is supported by empirical evidence, then trading rules 
based on publicly available information are suspect. Finally, 
if the strong form tests show efficiency, then the value of 
security analysis itself would be doubted. 

VI: CAPM

The Capital Asset Pricing Model (CAPM) and its variants in-
cluding the Single Index Model though not purely a valuation 
model, it inherently helps in the assessment of expected return 
of stocks. The model enables to determine a theoretically 
appropriate required rate of return of an asset, if that asset is 
to be added to an already well-diversified portfolio, given that 
asset’s non-diversifiable risk. The model takes into account the 
asset’s sensitivity to non-diversifiable risk (also known as sys-
tematic risk or market risk), often represented by a measure 
beta (β). Beta measures the sensitivity of a stock vis-à-vis the 
market or its close proxy, as well as the expected return of the 
market and the expected return of a theoretical risk-free asset. 
The model suggests that an investor’s cost of equity capital is 
determined by its beta (Fama, 1968; Sharpe, 1964). Despite the 
refinements to more modern approaches to asset pricing and 
portfolio selection such as Arbitrage pricing theory, CAPM still 
remains popular due to its simplicity and utility in a variety of 
situations. However, empirical studies in the US as well as in 
India conclude that the results are dichotomous. 

In the late 1970s, CAPM came under severe criticism as striking 
inconsistencies of the model was reported. These inconsis-
tencies underlined the fact that firm characteristics such as 
firm size, book-to-market value, P/E multiple, and prior re-
turn performance have more explanatory power in explaining 
cross-sectional variation in returns. 

Studies revealed not only disturbing for CAPM but also for 
the efficiency of the Indian capital market, a critical insight 
for new research in this field. Our own findings from BSE-100 
stocks over a time frame from (1995-2013) reflects a negative 
slope of -0.0370 between risk and return, clearly reflecting that 
CAPM does not hold in India. The scatter plot superimposed 
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by a line of best fit below shows the negative slope. 

Figure I

VII: Findings

We did a test run of predictability to assess the weak form of 
market efficiency in India. The average monthly return of BSE 
Sensex and NSE Nifty was calculated from July 1995 to Dec 
2013. The correlation coefficient in parity with extant research 
findings was observed to be +0.8398. Data patterns revealed 
the lowest monthly returns was observed in March, highest 
in July and second highest in November. The reason behind 
the troughs was traced to year ending apprehensions, while 
peaks with declaration of financial results and the celebration 
of ‘Samvat’ in the broking community. Therefore, it is possible 
to earn additional returns by selling prior to March and buying 
before July or November irrespective of the market condition. 
This contradicts with the weak form of efficiency which states 
the movement of the market is purely random and does not 
show any pattern.  

Subsequently, we also performed event studies to test the 
semi-strong form of market efficiency.  Under this test, ten 
sample firms were selected from various industries covering the 
time frame 1995-2013. For each firm a particular date was been 
identified on which there was an surprise announcement (e.g. 
bonus, stock split, rights or substantial increase in the dividend 
pay-out, etc) which was considered as day 0 (zero). Then the 
period of study selected was date of surprise announcement 
date +/- 30 days (event period) and daily return was calculated 
vis-à-vis BSE-100. Then individual day’s abnormal return was 
added to compute the Cumulative Abnormal Return (CAR) 
and average CAR was computed for all the sample firms in 
our study. To satisfy the condition for semi-strong form of 
efficiency, abnormal return can be theoretically observed on 
the date of announcement, but not other days. In our test, 
abnormal positive returns were observed on the entire period 
from -30 till +30. This clearly shows that the Indian capital 

market fails to satisfy the test of semi-strong form of efficiency 
on the grounds of informational asymmetry. 

This test for strong form is similar to the test performed under 
the semi-strong test. While the day 0 (zero) is considered as 
the date on which there was substantial increase/decrease 
in trading volume of shares trying to assess if the insiders 
can generate excess return.  Studies were conducted on the 
movement of share price of ten selected firms around day 0 
and CAR was calculated and plotted. The graph fails to gen-
erate a pattern, though certain spikes were observed.  Thus 
the test for strong form of efficiency remains inconclusive. 

VIII: Conclusion

The Indian capital markets have witnessed multi-fold reform 
over the last two decades. The opening up of the markets for 
FIIs, foreign and private mutual funds, introduction of deriva-
tives and electronic trading, replacement of archaic CCI with 
SEBI, etc have all played a significant role in boosting stock 
market volumes and efficiency by and large. However, as far 
as our market efficiency studies go, the Indian stock markets 
can be considered far from being efficient by any developed 
country standards, despite substantial progress in economic 
liberalization. Going by existing literature, most valuation 
studies assume efficient markets. It is therefore but logical 
that valuation models holds good in most efficient markets 
in the West and also plays a key role in investment decision 
making. However, our own tests to study the robustness of 
Whitbeck Kisor Model and CAPM in India fail to generate 
conclusive evidence in India. The issue may not be of the 
validity of the models per se or its customization, but that 
of market efficiency. Till such market efficiency is enhanced, 
valuation studies will be a futile exercise in most emerging 
markets, including India. 
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of foreign direct investment (FDI) during the last two decades. 
This spectacular growth of global FDI has made it a vital 
component of development strategy in both developed and 
developing nations. Policies are being designed in order to 
stimulate FDI inflows, as the host countries consider the 
inflow of FDI as one of the key ways in filling up the vacuum 
between the domestically available supplies of savings, foreign 
exchange, government revenue and human capital skills, and 
the desired level of these resources necessary to achieve 
growth and development targets (Todaro and Smith, 2003). 

It is really important to note that the economic impact of FDI 
is dependent of what form it takes. This includes the type of 
FDI, sector, scale, duration, location of business, density of 
local firms in the sector and many other secondary effects. FDI 
might serve as not only a way of doing money, but also a way 
of acquiring a certain control, both economical and political, in 
the host country. It is favourable to economic welfare only if 
appropriate conditions like adequate absorptive capacity and 
human capital, a capacity of domestic businesses to confront 
and hold out foreign competition, abundance of projects and 
market gaps that cannot be filled up by home producers, exist 
in the host economy. To explore such divergent dimensions of 
FDI, multifarious studies are being conducted, few of which 
are being enumerated as follows in Indian sectoral context:

Survey of Literature

The ASSOCHAM Report (2012) shared India’s experience with 

Abstract

The Indian power sector has been undergoing a momentum 
change in the recent time. The Central Government 
has also decided to take major steps to provide power 
supply even in the remote villages of India. Not only in 
consumption side, but also Indian power sector has also 
performed well in production of power and electricity in 
India. Since the opening up of the economy, this sector has 
been performing well. Presently Indian Govt. has allowed 
hundred percent FDI in power sector. The study aims to 
address the debating issue whether FDI has improved the 
power sector stock market performances or vice versa. The 
study found that although power sector equity markets 
primarily provided the impetus to FDI, but in long-run FDI 
flows in equity market has impact on the stock market 
performance of power sector stocks.
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Can Foreign Direct Investment (FDI) in 
Indian Power Industry Impact its Stock 
Market Performance? An Empirical Study

Introduction

One of the most striking developments that have occurred in 
the global economic landscape is the unprecedented growth 
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FDI. It elaborated on the overall Indian scenario with regard 
to FDI. An assessment of global FDI had also been provided 
there along with India’s sectoral analysis. Telecommunication, 
Automobile, IT/ ITes sectors were given special emphasis on, 
whereas Pension Funds and Civil Aviation were identified as 
potential sectors for inflow in near future. Finally, it had made 
few policy suggestions in bringing India to a level playing field 
with other emerging economies. 

The National Council of Applied Economic Research (2009) 
had conducted quite an elaborate study aiming at providing 
a detailed understanding of the spatial and sectoral spread 
of FDI-enabled production facilities in India and their linkages 
with the rural and suburban areas. The data of 351 FDI firms 
with 1,171 plants spread over 275 cities have been used to 
gauge the current economic performance of these plants 
during the period of April 2006 to March 2008. The indicators 
included FDI equity, net fixed capital, output, employment, 
value added, output-capital ratio and FDI sectoral intensity. 

Aggrawal, Singla and Aggrawal (2012) in their paper tried 
to study the need of FDI in India, to exhibit the sector-wise 
and year-wise analysis of FDI in India, to rank the sectors 
based upon highest FDI inflows. They observed that at the 
sectoral level, FDI had helped to raise the output, productivity 
and employment in some sectors especially in service sector 
of India. Indian service sector is generating the proper 
employment options for skilled worker with high perks. On the 
other side banking and insurance sector helped in providing 
the strength to the Indian economic condition and developed 
the foreign exchange system in country. So, they concluded 
that FDI always helps to create employment in the country and 
also supports the small scale industries and helps the country 
to put an impression on the global scale through liberalization. 

In their paper, Azhar and Marimuthu (2012) attempted to 
make an analysis of FDI in India and its impact on growth. 
It focused on the determinants and needs of FDI, year-wise 
analysis, sectoral analysis and sources of FDI and its reasons. 

Research Problem in the Context of Gap

Though a huge number of literatures are available on the 
various aspects of FDI in India, no study could be found on 
how FDI has been impacting the stock market performance 
of power sector of India. Hence, the present study aspires to 

identify whether FDI inflows in Indian power sector have any 
long run and/or short run causal relationship in respect to the 
stock market performance of the power industry. 

Objectives of the Study

Extensive literature review found that no study has been 
made so far that throws some light on the causal relationship 
between FDI and development of Indian power sector. As a 
result, this study is an exclusive attempt that will try to focus 
upon the relationship between FDI and Indian power sector. 
The study aims to resolve the long-standing question and 
debate as to whether FDI can influence Indian power sector 
or vice-versa, and if it can, then what is the pattern of such 
influence and how long will it last. 

Research Methodology

Rationale of the Study-
For the purpose of the empirical study, two variables have been 
used. One variable represents equity stock market parameter 
of Indian power sector and another variable replicates FDI 
inflows in power sector. The justification of using such variables 
for this study is that the power sector is regarded as one of the 
most vital components for the infrastructural development of 
any country, India being no exception to this. The Indian power 
sector has been undergoing a momentous change in the recent 
years, redefining the industry stance. Sustained economic 
growth continues to drive power demand in India. The focus 
to attain ‘power for all’ has paced up capacity addition across 
the nation. Moreover, there is heightened competition on both 
market side as well as supply side (fuel, logistics, human power 
and finances). It is reported that there is positive investment 
climate in Indian power sector. India ranks 5th in electricity 
production and 110th in per-capita consumption of electricity 
in the world. The energy deficit in India has reduced from 9.5 
per cent in 2010-11 to 4.5 per cent in 2013-14 (Jagtap, 2015). 
The Indian power sector is monitored mainly by the Ministry 
of Power. The three major segments or components of power 
sector are generation, transmission and distribution. Due to 
the opening up of the economy, the sector has witnessed 
higher investment flows than envisaged. The Ministry of Power 
has sent its proposal for additional 76,000 MW of power 
capacity in the 12th Five Year Plan (2012-17) and has set a 
target of adding 93,000 MW during the 13th Five Year Plan 
(2017-2022) to the Planning Commission. [Corporate Catalyst 
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(India) Pvt. Ltd., 2015]. 

It is being anticipated that increased foreign direct investment 
(FDI) in Indian power sector would heighten the performance 
and prospects of the sector. From January 2000 to March 
2015, the power sector of India has been able to draw an 
FDI of USD 96.23 bn. which is 3.85 per cent of the total FDI 
inflows in India. Presently, 100% FDI is allowed in this sector 
via the automatic route of approval.

Selection of Variables and Period of Study-

The dependent variable for the study is the monthly closing 
logged values of S&P BSE Power Index (LBSEPOWER) for the 
period of January 2007 to February 2015, extracted from 
the BSE website. The monthly logged value of the FDI equity 
inflows in the Indian power sector (LFDIPOWER) has been 
considered as the independent variable, collected from the 
website of Department of Industrial Policy and Promotion 
(DIPP) for the same period. The choice of the data period 
(2007-2015) is entirely dependent on the availability of data. 
The monthly sectoral data on Indian FDI is available from 
DIPP from the year 2007 onwards. So data period is restricted 
from 2007 to 2015.

Empirical Analysis

Descriptive Statistics-
Table 1 exhibits that, during the sample period under study, 
higher mean was observed in case of LFDIPOWER. LFDIPOWER 
has also shown higher value in terms of risk between the 
variables as measured by standard deviation (S.D.). Moreover, 
the skewness is negative in case of LFDIPOWER. However, 
the skewness of dependent variable LBSEPOWER is positive. 
The Jarque-Bera test however indicates the acceptance 
of normality of LBSPOWER, but rejects the normality of 
LFDIPOWER at 1 per cent level of significance. 

Table 1: Descriptive Statistics

LBSEPOWER LFDIPOWER

 Mean 7.748095 12.27628

 Median 7.702915 12.48214

 Maximum 8.422630 13.05562

LBSEPOWER LFDIPOWER

 Minimum 7.234610 10.74377

 Std. Dev. 0.266440 0.668454

 Skewness 0.302608 -0.804210

 Kurtosis 2.399011 2.389346

 Jarque-Bera 2.970522 12.08632

 Probability 0.226443 0.002374

 Observations 98 98

Test of Stationarity-
In analysis of cointegration, test of non-stationarity of the 
time series data is considered as the precondition. Two or 
more non-stationary time series are said to be cointegrated if 
a linear combination of the variables is found stationary. The 
other condition is that all series should be integrated in the 
same order i.e. I (d), where d is the order of integration. For 
stationarity analysis, Augmented Dicky-Fuller (ADF) and Philip-
Perron (PP) Unit Root tests have been conducted. Augmented 
Dicky & Fuller (ADF) (Said and Dicky, 1984) unit root test is 
based on the following equations:

(considering only Intercept i.e. C)

(considering both Intercept and Trend i.e. C and T)

Where, Yt  = Natural logarithm of variables LBSEPOWER and 
LFDIPOWER; D is the first difference operator; t is time trend 
term, k denotes the optimal lag length and Єt is the white 
noise disturbance term. However the result of the above test 
is highly dependent on the lag selection. Schwarz Information 
Criteria (SIC) is considered for selection of lag length (k). In 
this respect, the automatic criterion has been considered. In 
addition to ADF Test, Philip Perron (PP) unit root test is also 
used as an alternative nonparametric model. The results of 
the Unit Root test have been shown in Table 2.



ESEARCH BULLETIN

Volume : 42 - I April 2016 56

Table 2: Unit Root Tests

LFDIPOWER LBSEPOWER

At Levels

ADF
Intercept -1.620033 [1]

(0.4685)
-1.830967 [0]

(0.3636)

Intercept + Trend -2.025215 [1]
(0.5800)

-2.381545 [0]
(0.3868)

PP
Intercept -1.738193 [13]

(0.4090)
-1.990428 [2]

(0.2906)

Intercept + Trend -2.842826 [2]
(0.1860)

-2.563146 [2]
(0.2980)

At First 
Differences

ADF
Intercept -15.67267[0]

(0.0001)*
-8.395927 [0]

(0.0000)*

Intercept + Trend -15.71326 [0]
(0.0000)*

-8.360799 [0]
(0.0000)*

PP
Intercept -20.05201 [8]

(0.0001)*
-8.367272 [2]

(0.0000)*

Intercept + Trend -23.68508 [10]
(0.0001)*

-8.330807 [2]
(0.0000)*

Figures in [ ] represent Lag Lengths based on SIC in case of ADF Test and Bandwidth based on Newey-West in case of PP 
Test, * Indicates the statistical significance level of one per cent; Figures ( ) represent MacKinnon (1996) one sided p values.

Table (2) suggests that the null hypothesis of the existence of 
a unit root cannot be rejected in respect of both the variables 
at levels and hence all the variables are non-stationary in both 
models, with linear trend including both intercept and time 
trend. However, they are stationary in first difference forms; 
as the test statistics in both ADF and PP tests are significant 
at 1 per cent level. Therefore, all the variables are found to 
be integrated of order one as they are stationary at their first 
difference. In other words, all the variables are I (1).

Test of Cointegration-

There are several approaches to test the cointegration between 
or among the variables. Here two popular approaches have 
been used on the study variables. 

1. Single Equation Residual Based Engle and Granger 
(EG) Cointegration Test:
Engle and Granger (1987) provided a very simple test to 
determine the existence of cointegrating relationships. 
According to them, if two variables (say, Yt and Xt) are 
individually I(1) and the residual (êt)obtained from the long-
run Ordinary Least Square (OLS) equation (formed using Yt 
and Xt ) is I(0), then it can be concluded that Yt and Xt  are 
cointegrated in long-run. However, if êt  is not I(0), then it can 
be concluded that they are not cointegrated.  The EG test (Table 
3) shows that null hypothesis of no cointegration between 
the variables (considering both variables as dependent one 
by one) cannot be rejected. Hence it can be resolved that 
there is no cointegrating relationship between LBSEPOWER 
and LFDIPOWER.

Table 3: Engle & Granger Cointegration Test

Dependent variable No. of Lags Tua statistic Prob.* Z Statistic Prob.*

LBSEPOWER 0 -2.238312 0.6677 -9.545882 0.6687

LFDIPOWER 1 -1.897224 0.8170 -8.435223 0.7430

The equation consists deterministic trends and constant; Lag selection is automatic based on Schwarz Criteria. No. of 
stochastic trends in asymptotic distribution is 2.* represents MacKinnon (1996) p values.
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However, refering to the drawbacks of this test, the study 
attempts to check the cointegration between the variables 
using another more adavanced multivariate system generated 
techniques. In this respect Johansen’s cointegration model 
based on Vector Autoregression (VAR) has also been used 
to confirm the fact of cointegration between LBSERPOWER 
and LFDIPOWER.

2. Johansen Test of Cointegration:
As the both test variables have been found to be integrated 
of the same order i.e. I(1), hence Vector Autoregressive 

(VAR) approach based Johansen & Juselius (1988, 1990) 
cointegration test has been carried out to find out whether 
there exists any long-run cointegrating relationship between 
the variables. It is to be mentioned here that the efficiency of 
an ideal VAR model depends on the number of lags selected. 
Since Johansen cointegration test is based on VAR framework, 
before running the test, initially the VAR model has been tested 
at lag 2 considering the test variables at level. But after running 
lag selection criteria test it has been found that the ideal lag 
should be 8 according to AIC (Akaike Information Criteria) 
and FPE (Final Prediction Error) criteria, as shown in table 4. 

Table 4: Lag Order Selection

No. of lags / 
Criteria 2 3 5 7 8 9 10 11

AIC -3.150357 -3.106265 -3.140972 -3.194935 -3.228624* -3.161084 -3.120124 -3.099388

At the selected lag 8, although the model passes the VAR 
Residual Serial Correlation LM Test, but it fails to pass the 
VAR White Heteroskedasticity tests and normality test. 
Therefore the model at lag length 8 is rejected due to the 
fact it does not qualify the diagnostic test. After several trial 
and error processes, the optimum leg length selected is 9 
as per AIC, at which the model passes both the criterion 
(i.e. serial correlation and heteroskedasticity) but it fails to 
qualify normality criteria. However, it is to be mentioned 

here that normality is a desirable condition in time series 
analysis and not a necessary condition. The cointegration or 
linkages between the selected variables have been tested at 
the optimum lag of 9 under AIC. As depicted in table 5, under 
lag 9 the model qualifies the diagnostics tests (autocorrelation 
and heteroskedasticity) and null hypotheses of no residual 
serial correlation and homoskedasticity are accepted both 
at 5 per cent level of significance. But the null hypothesis of 
normality is rejected at 1 per cent level of significance. 

Table 5: Diagnostic Tests 

Diagnostic Tests χ2 Statistics Probability Findings

Jarque-Bera Test 3337.325 0.0000 Non-Normal

VAR Residual Serial Correlation LM Tests Lagrange 
Multiplier Test 7.549916 (9) 0.1095 No serial 

correlation

VAR Residual Heteroskedasticity Tests: No Cross Terms 
(only levels and squares) 127.3544 (9) 0.0985 Homoskedastic

The Johansen-Juselius cointegration test (table 6) indicates that null hypothesis of no cointegration is rejected at 5 per cent level 
of significance as per both Trace Test and Max-Eigen value Test. Since both the tests are giving the same result, the Johansen 
Model tested here is the ideal one.  The Johansen Cointegration Test has shown that there exist two cointegrating equations 
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between the test variables. As there are 2 cointegrating equations, it can be stated that, there is at least 1 cointegrating 
equation. In the presence of at least one cointegrating relationship between the variables, there exists a long-run cointegrating 
relationship between them. That means, in the long-run both the variables share the common shock. 

Table 6: Johansen’s Bivariate Cointegration Test 

Bivariate Cointegration between LFDIPOWER and LBSEPOWER (With Lags 9)

Hypothesized No. 
of CE (s)

Eigen 
value

Trace 
Statistics

Critical 
Value Prob. Max-Eigen 

Statistic
Critical 
Value Prob.

None, r = 0  0.169654  22.53756  15.49471  0.0037*  16.36031  14.26460  0.0230**

At most 1, 
r   1  0.067789  6.177252  3.841466  0.0129**  6.177252  3.841466  0.0129**

Both Trace Test and Max-Eigen value Test indicate 2 cointegrating equ (s), at the 0.05 level. * and ** indicate rejection of null 
hypothesis of no cointegration at 0.01 and 0.05 level respectively; p-values are MacKinnon- Haug-Michelis (1999) p- values.

Short-run Causal Relationship- Block Exogeneity Test

Since the variables are integrated in long-run, it is also required to test that whether there exists any short-run causal 
relationship between the variables. In the presence of long-run cointegrating relationship between the variables, the short-
run causal relationship has been tested using Vector Error Correction Model (VECM). So, next the VECM is implemented. The 
short-run causality has been tested using Granger Causality/ Block Exogeneity Test based on VECM. Table 7 shows that the 
null hypothesis of no short-run causality running from FDIPOWER to BSEPOWER is accepted at 5 per cent level of significance; 
however the same is rejected at the same level of significance for short-run causality running from BSEPOWER to FDIPOWER. 
This implies that in short-run, FDIPOWER cannot influence BSEPOWER, but BSEPOWER can impact FDIPOWER. The result 
also supports many economic literatures that FDI is attracted by the performance of stock market returns. 

Table 7: VECM Granger Causality/ Block Exogeneity Test

Variables χ2 df Probability

D(LFDIPOWER) → D(LBSEPOWER) 12.80454 9 0.1717

D(LBSEPOWER) → D(LFDIPOWER) 18.28344 9 0.0320*

* Indicates rejection of null hypothesis of no causality at 5 per cent level of significance. The variables are at first difference

Impulse Response Function (IRF) Test-

To find out the impact of one standard deviation (S.D.) shock to the variables, next the Impulse Response Function (IRF) test 
has been conducted on the VECM. 

<
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Table 8: Impulse Response Function Test

One S.D Shock to LFDIPOWER One S.D Shock to LBSEPOWER

Period
(Month)

Responses by ↓ Responses by ↓

LFDIPOWER LBSEPOWER LFDIPOWER LBSEPOWER

 1  0.120929  0.000000  0.037487  0.086218

 2  0.038311  0.003591  0.034708  0.093373

 3  0.040623 -0.012382  0.023576  0.085672

 4  0.022140 -0.028512  0.024709  0.090805

 5  0.027751  0.013980  0.043529  0.094893

 6  0.014847  0.010407  0.047905  0.102608

 7  0.014856 -0.005847  0.033287  0.092206

 8  0.015097  0.023840  0.005194  0.094858

 9  0.035201 -0.000623  0.012715  0.086282

Cholesky Ordering: LFDIPOWER LBSEPOWER 

As shown in table 8, considering both LFDIPOWER and 
LBSEPOWER as endogenous variables, it has been found that, 
in response of one S.D. shock to LFDIPOWER, LBSEPOWER 
becomes negative on the third, fourth, seventh and ninth 
month; whereas, in response to one S.D. shock to LBSEPOWER, 
LFDIPOWER though fluctuates, but remains positive all along.

Conclusion

In a nutshell, the study reveals that during the period of study, 
there exists no long-run cointegrating relationship between the 
study variables depicted by Engle and Granger test. However 
an opposite view has been obtained from the Johansen test 
results which suggest a long-run cointegrating relationship 
between FDI and BSE Power. Remembering the supremacy of 
VAR based Johansen Model over the single equation residual 
test based Engle and Granger Model, the study adopts the 
conclusion given by Johansen test.

The result of the VECM based Granger Causality test is more 

interesting.  Most probably it answers the long-standing 
questions of many experts and economists. Many are of 
opinion that FDI equity flows in Indian power sector will 
have positive impact on it. However the study supports the 
contradictory view such that FDI equity flows are attracted by 
the stock market performance in related power sector. That 
means, the study reveals that in short-run, if Indian power 
sector companies perform well and if their performances 
can create any positive impact in the stock market, then FDI 
inflows get attracted to the power sector just like a magnet 
is attracted to a piece of iron and start coming in the power 
sector.  In other words, in the short-run, FDIPOWER cannot 
influence BSEPOWER, but BSEPOWER can impact FDIPOWER. 

However the results of IRF test gives the caution that after 
getting an entry in power sector, FDI can impact Indian power 
sector to a great extent. The outflows of FDI can create 
turbulence in Indian stock market as it is generally regarded 
that stock market is very sensitive regarding such issues. 
Although inflows and outflows are to some extent controlled by 
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the Central Government, but Government should carefully observe the impact on the Indian stock markets before giving any 
permission of repatriation or to withdraw the FDI, specifically in Indian power sector. Therefore it can be stated that although 
FDI equity flows in power sector get attracted by stock market performance, but it can create some impact or turbulence in 
Indian economy if it is not taken care of properly.
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Introduction

In the present world which is influenced by substantial 
liberalization and growing multilateral relations among 
economies, the study of inter linkages among stock markets 
enjoys very high relevance. Stock markets, being an important 
vehicle in facilitating the capital formation and movement, 
have gained unparalleled importance. Due to this fact, 
researchers worldwide have shown keen interest in the area 
of the inter linkages of stock markets. 

Inter linkages among stock markets have important 
implications for the macroeconomic policies of a nation 
as well. Over the time, the economies are opening up as 
most of them are on the path of liberalization, leading to 
interlinked economies. Increased movement of capital in 
and out of the economies, both on the short run and the 
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The study proposes to investigate the stock markets 
linkages between BRICS and G7 nations’ during the 
study period from April 2004 to March 2014. GARCH (1, 
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of Johansen Co Integration Test found that BRICS and 
G7 nations’ stock market indices were co integrated and 
there was long run relationship between BRICS and G7 
stock indices. VECM results showed some BRICS indices to 
experience short run relationship with G7 indices. Results 
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long run basis, started happening at an exuberantly large 
scale. Stock markets are one of the institutions through which 
capital movement occurs. Such capital flows impact the foreign 
exchange reserves and the foreign exchange rates. Changes in 
the foreign exchange rates bring about changes in the trade 
competitiveness and trade relations, leading to a change in 
the balance of payment position of an economy. All these are 
important aspects that need consideration for policy making. 
In addition to the above points, the level of stock market 
inter linkage with others is an important determinant of the 
contagion effect that an economy will face from the rest of 
the world. If the stock market of an economy is highly linked 
with other markets, then there is a fear of high contagion 
effect of the happenings in the rest of the world through the 
stock market route. The knowledge of this area of finance can 
equip the policy makers to take better decisions. Therefore, 
this study aims at investigating the relationship and linkage 
between BRICS and G7 countries stock markets.

Review of Literature and Design of the Study

The various research works, related to linkages of international 
stock markets, undertaken by earlier researchers, enhance 
the validity of this study. Ranjan Dasgupta (2014) examined 
the short and long run integration and linkages of Indian 
stock markets with BRIC stock markets, by using Johansen 
Co integration Test and Granger Causality Test. The study 
found that Indian stock markets recorded co movement with 
Brazilian, Russian and Chinese stock markets during the study 
period from January 2003 to December 2012. Amitesh Kapoor 
and Harendra Singh (2013) investigated the integration of 
Asian stock exchanges. The study examined the stock market 
co-movement between Indian and South Asian countries. 
Augmented Dickey Fuller (ADF), Co-integration and Granger 
Causality Tests were applied to the data. A stochastic trend 
was noticed in the long-term behavior of stock market. 
Srinivasan Palamalai, Kalaivani M. (2013) examined the 
stock market integration among major stock markets of 
emerging Asia-Pacific economies, viz. India, Malaysia, Hong 
Kong, Singapore, South Korea, Taiwan, Japan, China, and 
Indonesia. Johansen and Juselius Multivariate Co Integration 
Test, Granger Causality/Block Exogeneity Wald Test, based 
on the Vector Error Correction Model (VECM) approach and 
Variance Decomposition analysis, were used to investigate 
the dynamic linkages between markets. The results of Granger 
Causality/Block Exogeneity Wald Test, based on VECM and 

variance decomposition analysis, revealed the stock market 
interdependencies and dynamic interactions among the 
selected emerging Asia-Pacific economies. I-Chun Tsai (2012) 
used the data of six Asian countries (Singapore, Thailand, 
Malaysia, the Philippines, South Korea, and Taiwan) to estimate 
the relationship between stock price index and exchange rate. 
The results provided negative relation between stock and 
foreign exchange markets. Li Liu, Jieqiu Wan (2012) made 
an attempt to analyze the co-movement of Shanghai stock 
market and China Yuan (CNY) exchange rates by using cross-
correlation analysis, structural co integration and nonlinear 
causality test. From the analysis, it was concluded that there 
was long run and causal relationship between Shanghai stock 
market and Chinese Yuan (CNY/ USD) exchange rates during 
the study period. Searat Ali and Babar Zaheer Butt (2011) 
investigated the co movement of Pakistanis Equity Market 
with the markets of India, China, Indonesia, Singapore, Taiwan, 
Malaysia, Japan, USA and UK by using co integration test. 
The results found that Pakistanis stock market did not record 
co movement with UK, USA, Taiwan, Malaysia and Singapore 
stock markets. Gurcharan Singh and Pritam Singh (2010) 
examined the linkages of the two leading emerging markets 
i.e. Chinese and Indian markets with developed markets. 
Using daily data from January 2000 to December 2009, the 
stock market indices of China, India, United States, United 
Kingdom, Japan and Hong Kong were examined. Correlation 
Test, Granger Causality and the Co- Integration Test and 
Error Correction Model were employed. It was found that 
Chinese and Indian markets were correlated with all four major 
markets. CountriesYaser A. Alkulaib (2007) investigated the 
lead/lag relationship between the MENA countries and regions 
by using Correlation, Co Integration Test, Granger Causality 
Test. They found no market causality or spillover from one 
country to another in the North Africa region.    S. Venkata 
(2006) examined the co integration between Indian stock 
markets and seven developed countries, namely, Switzerland, 
France, Germany, Japan, UK, USA and South Korea and seven 
developing countries, namely, Indonesia, Malaysia, Taiwan, 
Argentina, Israel, Brazil and Mexico. Co Integration Test, 
Granger Causality Test, Variance Decomposition Analysis and 
Vector Error Correction Model were used. The results proved 
that Indian stock market index was influenced by most of 
the developed countries as well as the developing countries. 
Jian Yang and Moosa M. Khan (2003) examined whether 
long run integration between the United States and many 
international stock markets, has strengthened over time, after 
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the impact of abolition of capital control on these markets and 
the 1987 international stock market crash. Empirical results 
found that there existed no long-run relationship between 
most of these markets and the United States markets. There 
was no marked change in the degree of integration between 
any of these stock markets and the United States, after the 
abolition of capital control or the 1987 international stock 
market crash. Kevin James Daly (2003) investigated the 
static and dynamic interdependence of the stock markets of 
Indonesia, Malaysia, the Philippines, Singapore, Thailand, and 
the advanced stock markets, namely, Australia, Germany, and 
the United States. Using data from 1990 to 2001, the paper 
used both correlation and co-integration analysis to describe 
the behavior of the above markets. The results evidenced no 
significant increase in the integration between the Southeast 
Asian stock markets during the post-crisis period. 

Though these reviews obviously examined co movement 
between emerging and emerged stock markets, many of the 
existing researchers does not take BRICS and G7 stock markets 
for analyzing the co movements between these two regional 
stock markets. Hence, this study proposes to analyze the 
stock market co movements between BRICS and G7 nations.

(i) Statement of the Problem 
In the recent years, national economies are closely linked with 
each other. New information which comes up in one country, 
affects not only the returns and volatility of local stock market 
but also affects the returns and volatility of stock markets in 
other countries. During 2013, the BRICS lagged behind other 
countries, with their slowing economies, inflation problems 
and highly concentrated stock market, dominated by state - 
controlled enterprises. G7 nations were also exposed to risks 
which included problems for the US housing market, tighter 
credit, high commodity prices and rising inflation. These issues 
affected the international stock markets. The present study 
aims to examine the inter linkages between BRICS and G7 
countries stock markets.

(i) Need for the Study
This study will provide useful information to investment 
practitioners, policy makers, etc, by providing knowledge 
on the relationship between BRICS and G7 countries’ stock 
markets. Understanding the linkages and integration between 
these stock markets, is crucial for policy makers and fund 
managers in their investment decision and risk management. 

This study can provide ideas to investors who wish to consider 
their investment in BRICS and G7 countries, and it would help 
stock markets to take advantage of their rapid growth in order 
to enhance portfolio return. By knowing the relationship 
between markets, it can help investors to hedge the risk in 
their international portfolio. Hence an effort has been made 
to understand stock market linkages between BRICS and G7 
countries’ stock markets.

(iii) Objective of the study 
l To examine whether the BRICS and G7 countries’ stock 
markets index daily returns are normally distributed during 
the study period. 

l To evaluate whether the BRICS and G7 countries’ stock 
markets index daily returns are stationary during the study 
period.

l To examine the volatility of BRICS and G7 countries’ stock 
index daily returns during the study period.

l To find out the long run relationship between BRICS and G7 
nations’ stock markets daily returns during the study period.

l To find the short run relationship between BRICS and G7 
nations’ stock markets daily returns during the study period.

l To analyse the causal relationship between BRICS and G7 
countries’ stock markets daily returns during the study period.

(iv) Hypotheses of the study
The following Null Hypotheses were framed to test the 
objectives.

NH01: BRICS and G7 countries’ stock market index daily price 
returns are not normally distributed during the study period.

NH02: The daily index returns of BRICS and G7 stock markets 
are not stationary during the study period.

NH03: There is no significant volatility in the daily index returns 
of BRICS and G7 countries’ stock markets during the study 
period.

NH04: There is no long run relationship between daily index 
return of BRICS and G7 countries’ stock markets during the 
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study period.

NH05: There is no short run relationship between daily index 
returns of BRICS and G7 countries’ stock markets during the 
study period.

NH06: There is no causal relationship between daily index 
returns of BRICS and G7 countries’ stock markets during the 
study period.

Methodology

a) Sample Selection
 Inter linkages between emerging and emerged countries’ stock 
markets were considered for this study. The BRICS countries 

were taken as the sample, representing the emerging nations. 
The emerged countries were represented by the G7 nations. 
Thus Brazil, Russia, India, China, South Africa (BRICS) and 
Canada, France, Germany, Italy, Japan, UK, US (G7) countries 
were considered. The top stock markets from these countries 
were selected on the basis of domestic market capitalization 
data extracted from the World Federation of Exchanges.  
Major indices listed in the official websites of respective 
stock exchanges were considered for the analysis. Further, 
major sample indices were also verified in the website of 
investingonline.com. After careful scrutiny from the official 
website of respective stock exchange and the website of 
investingonline.com, the sample indices were selected. The 
names of major index are given in Table – 1

Table – 1 LIST OF SAMPLE INDICES

 NAME OF THE 
COUNTRY STOCK EXCHANGE INDEX

BRICS
(Emerging 
Countries)

BRAZIL BM&F Bovespa IBovespa Index

RUSSIA Russia Trading System RTS Index

INDIA Bombay Stock Exchange S&P Sensex Index

CHINA Shanghai Stock Exchange SSE Composite Index

SOUTH AFRICA Johannesburg Stock exchange FTSE/JSE all share Index 

G7
(Emerged 
Countries)

CANADA Toronto Stock Exchange S&P/TSX Composite index

FRANCE Euronext paries CAC 40

GERMANY Frankfurt Stock Exchange GDAXI

ITALY Borsa Italiana  FTSE MIB

JAPAN Tokyo Stock Exchange Nikkei 225

UK London Stock Exchange  FTSE 100 Index

US New York Stock Exchange  NYSE Composite index

Source: Data collected from the World Federation of Exchanges, investingonline.com and official websites of stock exchanges.  
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b) Data Collection
This study was mainly based on secondary data. The daily 
closing prices of stock indices were used for analyzing the 
stock market linkages between BRICS and G7 countries’ stock 
markets. BRICS and G7 countries’ stock markets indices daily 
prices were collected from Yahoo finance and FTSE official 
website and other data were collected from various books, 
journals and websites. 

c) Period of Study
These studies covered ten years from April 2004 to March 
2014, for the analysis of         inter linkages between BRICS 
and G7 countries’ stock markets.

Results and Discussion

The results of descriptive statistics for daily returns of BRICS 
and G7 stock markets are displayed in Table – 2. This Table 
examines mean, standard deviation, skewness, kurtosis and 
Jarque-Bera for BSE SENSEX, FTSE/JSE TOP 40, IBOVESPA, 
RTS INDEX and SSE COMPOSITE (BRICS) and CAC 40, FTSE 
100, FTSE MIB, GDAXI, NIKKEI 225, NYSE COMPOSITE, S&P 
TSX COMPOSITE (G7) during the study period April 2004 to 
March 2014. Among the BRICS nations’ indices, the highest 
mean return was recorded in BSE SENSEX (0.000681), with 
the standard deviation of 0.016175. FTSE/JSE TOP 40 INDEX 
recorded the second highest mean return of 0.000674, with 
the lowest standard deviation of 0.013931. SSE COMPOSITE 
witnessed a mean return of 0.000196, with the standard 
deviation of 0.016514. IBOVESPA recorded the second highest 
standard deviation of 0.018023, with the mean return of 

0.000485. The lowest mean return was recorded by RTS 
INDEX (0.0000494), with the highest standard deviation of 
0.022235. According to skewness test, BSE SENSEX, IBOVESPA 
and RTS INDEX returns were positively skewed, with values of 
0.194415, 0.16149, 0.922427 respectively but FTSE/JSE TOP 40 
INDEX (-0.018877) and SSE COMPOSITE INDEX (-0.132124) 
were negatively skewed during the study period. All the sample 
indices returns of BRICS stock markets witnessed leptokurtic 
distribution as the kurtosis values were greater than three. 
Among the G7 nations’ stock market indices, NYSE COMPOSITE 
INDEX recorded the highest mean return of 0.000275, with 
the standard deviation of 0.013563. The second largest 
mean return was recorded by S&P TSX COMPOSITE INDEX 
(0.000267), with the lowest standard deviation of 0.011761, 
followed by the FTSE 100 INDEX mean return at 0.000226, 
with the standard deviation of 0.011919. NIKKEI 225 recorded 
the highest standard deviation of 0.015722, with mean returns 
of 0.000221, followed by FTSE MIB and CAC 40, with high 
standard deviation of 0.015449 and 0.01426 respectively, 
with the mean return of 0.0000281 and 0.000183. Negative 
mean return was recorded in GDAXI index at 0.000252, with 
the standard deviation of 0.013814 during the study period. 
CAC 40 index, FTSE 100 INDEX, FTSE MIB, GDAXI returns 
were positively skewed but NIKKEI 225, NYSE COMPOSITE 
INDEX, S&P TSX COMPOSITE INDEX returns were negatively 
skewed during the study period. The sample indices returns of 
G7 stock markets were leptokurtic as the kurtosis value was 
greater than the three. The Jarque-Bera test clearly showed 
the sample index daily returns of BRICS and G7 nations’ stock 
markets to be normally distributed during the study period 
from April 2004 to March 2014.  

Table – 2 Results of Descriptive statistics for sample indices daily returns of BRICS and G7 countries’ stock markets

Mean Std. Dev. Skewness Kurtosis Jarque-Bera

BRICS INDICES

BSE SENSEX 0.000681 0.016175 0.194415 12.34458 9020.584

FTSE JSE TOP 40 0.000674 0.013931 -0.01887 6.624118 1386.359

I BOVESPA 0.000485 0.018023 0.16149 9.167342 3936.41

RTS INDEX 0.000049 0.022235 0.922427 15.90244 17872.41

SSE COMPOSITE 0.000196 0.016514 -0.13212 6.682543 1430.114

Cont...
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Mean Std. Dev. Skewness Kurtosis Jarque-Bera

G7 INDICES

CAC 40 0.000183 0.01426 0.245431 10.6078 6330.186

FTSE 100 0.000226 0.011919 0.043897 12.24574 9290.076

FTSE MIB 0.000028 0.015449 0.116281 9.027274 3882.275

GDAXI -0.00025 0.013814 0.164745 9.64453 4717.202

NIKKEI 225 0.000221 0.015722 -0.33945 11.14403 6834.453

NYSE COMPOSITE 0.000275 0.013563 -0.16588 13.6696 11945.81

S&P TSX COMPOSITE 0.000267 0.011761 -0.50118 13.55288 11985.92

Source: Data collected from yahoo finance and FTSE computed from E Views 7

The results of test of normality, using Kolmogorov-Smirnov and Shapiro-Wilk Tests for the daily returns of sample indices of 
BRICS and G7 nations, during the study period from April 2004 to March 2014, are presented in the Table - 3. The prob. values 
for all sample indices of BRICS and G7 nations were <0.001, which was less than 0.05. Hence the results were statistically 
significant. These results proved that the BRICS and G7 nations’ stock market indices daily returns were normally distributed 
in the study period. Hence the Null Hypothesis, NH01 “The BRICS and G7 countries’ stock market index daily price returns are 
not normally distributed during the study period”, is Rejected.

Table - 3 Results of Normality Test for BRICS and G7 nations’ stock market indices daily returns

BRICS and G7 Indices
Kolmogorov-Smirnova Shapiro-Wilk

Statistic df Sig. Statistic df Sig.

BRICS INDICES

BSE SENSEX 0.076 2475 <0.001 0.924 2475 <0.001

I BOVESPA 0.057 2475 <0.001 0.944 2475 <0.001

RTS Index 0.103 2475 <0.001 0.876 2475 <0.001

SSE Composite 0.074 2475 <0.001 0.952 2475 <0.001

FTSE/JSE Top 40 0.055 2475 <0.001 0.958 2475 <0.001

S&P/TSX Composite 0.097 2456 <0.001 0.886 2456 <0.001

G7 INDICES

CAC 40 0.078 2456 <0.001 0.921 2456 <0.001

GDAXI 0.088 2456 <0.001 0.92 2456 <0.001

Cont...
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BRICS and G7 Indices
Kolmogorov-Smirnova Shapiro-Wilk

Statistic df Sig. Statistic df Sig.

G7 INDICES

FTSE MIB 0.084 2456 <0.001 0.926 2456 <0.001

Nikkei 225 0.068 2456 <0.001 0.928 2456 <0.001

FTSE 100 0.088 2456 <0.001 0.903 2456 <0.001

NYSE Composite 0.107 2456 <0.001 0.875 2456 <0.001

Source: Data collected from yahoo finance and FTSE computed from SPSS 17
df – degrees of freedom

The Augmented Dickey Fuller Test and Phillips-Perron Test 
results, for daily returns of BRICS nations’ sample indices, 
during the study period from April 2004 to March 2014, are 
presented in the Table – 4. Augmented Dickey Fuller Test 
statistic values for sample indices of BRICS nations’ stock 
markets, namely, BSE SENSEX (-46.56921), FTSE/JSE TOP 
40 INDEX (-50.24227), IBOVESPA INDEX(-50.42415), RTS 
INDEX(-45.05102), SSE COMPOSITE INDEX(-49.96953) and 
G7 nations stock market indices, namely, CAC 40 (-33.22623), 
FTSE 100 INDEX (-26.06543), FTSE MIB (-50.92903), GDAXI 

(-50.30337), NIKKEI 225 (-51.83306), NYSE COMPOSITE INDEX 
(-39.58426), S&P TSX COMPOSITE INDEX (-23.50265) were 
less than the test critical value at 1%, 5% and 10%. Phillips-
Perron Test statistics values of BRICS and G7 nations stock 
market indices were also less than the test critical value at 1%, 
5% and 10% level. Both the tests confirmed that BRICS and 
G7 nations’ stock markets sample indices daily returns were 
stationary. Hence the Null Hypothesis NH02, “The daily index 
returns of BRICS and G7 stock markets are not stationary 
during the study period”, is Rejected.

Table – 4 Results of Augmented Dickey-Fuller Test and Phillips-Perron Test for BRICS and G7 countries’ Stock 
markets sample indices daily returns

BRICS and G7 
Indices

Augmented 
Dickey-Fuller 
test statistic 
(T-statistics)

Phillips-Perron test 
statistic

 (T-statistics)

Test critical values:

1% level 5% level 10% level

BSE SENSEX -46.56921 -46.46832 -3.432799 -2.862508 -2.56733

FTSE JSE TOP 40 -50.24227 -51.03327 -3.432739 -2.862481 -2.567316

I BOVESPA -50.42415 -50.85341 -3.432797 -2.862507 -2.56733

RTS INDEX -45.05102 -45.05203 -3.432747 -2.862485 -2.567318

SSE COMPOSITE -49.96953 -49.99716 -3.432754 -2.862488 -2.56732

CAC 40 -33.22623 -54.49792 -3.432662 -2.862447 -2.567298

FTSE 100 -26.06543 -54.0033 -3.432668 -2.86245 -2.567299

Cont...
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BRICS and G7 
Indices

Augmented 
Dickey-Fuller 
test statistic 
(T-statistics)

Phillips-Perron test 
statistic

 (T-statistics)

Test critical values:

1% level 5% level 10% level

FTSE MIB -50.92903 -51.02479 -3.432711 -2.862469 -2.56731

GDAXI -50.30337 -50.37302 -3.432714 -2.86247 -2.56731

NIKKEI 225 -51.83306 -51.93483 -3.432819 -2.862517 -2.567335
NYSE 
COMPOSITE -39.58426 -55.49443 -3.432757 -2.862489 -2.567321

S&P TSX 
COMPOSITE -23.50265 -52.87044 -3.432717 -2.862472 -2.567311

Source: Data collected from yahoo finance and FTSE computed from E Views 7

Table – 5 shows the results of GARCH (1, 1) model for BRICS 
and G7 nations’ stock market indices daily returns. The sum 
of co efficient value of ARCH (1) and GARCH (1) for BRICS 
indices, BSE SENSEX (0.98488), FTSE/JSE TOP 40 (0.9873), 
IBOVESPA (0.977), RTS INDEX (0.97912), SSE COMPOSITE 
(0.99048) and G7 nations stock market indices, CAC 40 
(0.9885), FTSE 100 INDEX (0.99198), FTSE MIB (0.99891), 
GDAXI (0.98741), NIKKEI 225 (0.98592), NYSE COMPOSITE 
INDEX (0.98828), S&P TSX COMPOSITE INDEX (0.98951)   

was close to one and there was significant difference at 1%, 
5% and 10% level. The results clearly indicate that BRICS and 
G7 indices daily returns were volatile. Among the BRICS and 
G7 nations’ stock market indices, the FTSE MIB experienced 
high volatility when compared to other indices during the 
study period from April 2004 to March 2014. Hence the Null 
Hypothesis NH03 “There is no significant volatility in the daily 
index returns of BRICS and G7 countries’ stock markets during 
the study period”, is Rejected.

Table - 5 Results of GARCH (1, 1) Model for BRICS and G7 countries’ Stock markets sample indices daily returns

INDICES Coefficient α β α + β

BRICS INDICES

BSE SENSEX 0.0000044 0.10318 0.8817 0.98488

FTSE JSE TOP 40 0.0000023 0.09172 0.89558 0.9873

I BOVESPA 0.0000065 0.07394 0.90306 0.977

RTS INDEX 0.0000098 0.12445 0.85467 0.97912

SSE COMPOSITE 0.0000025 0.04697 0.94352 0.99048

G7 INDICES
CAC 40 0.00000231 0.08903 0.89947 0.9885

FTSE 100 0.00000118 0.09585 0.89613 0.99198

FTSE MIB 0.00000098 0.08253 0.91638 0.99891

GDAXI 0.00000233 0.08562 0.90179 0.98741

NIKKEI 225 0.00000382 0.11173 0.87419 0.98592

NYSE COMPOSITE 0.00000154 0.085 0.90328 0.98828

S&P TSX COMPOSITE 0.00000101 0.07509 0.91442 0.98951
Source: Data collected from yahoo finance and FTSE computed from E Views 7
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The results of co integration test, using Johansen co integration 
test, for BRICS and G7 nations’ stock market indices, during the 
study period from April 2004 to March 2014, are exhibited in 
Table – 6. The Trace Statistics and Max-Eigen Statistics values 
of Johansen co integration test for BRICS and G7 nations’ 
stock market indices were greater than the critical value at 
5% level (0.05). Therefore, the results indicate that all the 
sample indices of BRICS nations stock markets namely, BSE 
SENSEX, FTSE/JSE TOP 40, IBOVESPA, RTS INDEX and SSE 

COMPOSITE were co integrated with G7 nations’ stock markets 
indices - CAC 40, FTSE 100, FTSE MIB, GDAXI, NIKKEI 225, 
NYSE COMPOSITE, and S&P TSX COMPOSITE, during the 
study period and these results confirmed that BRICS stock 
indices enjoyed long run relationship with G7 stock indices. 
Hence Rejected the Null Hypothesis NH04, “There is no long 
run relationship between daily index return of BRICS and G7 
countries stock markets during the study period”, 

Table - 6 Results of Johansen Co-Integration test for BRICS and G7 Nations’ Stock Markets Indices

BRICS and G7 
Indices

Hypothesized No. of 
CE(s)

Trace 
Statistic

0.05 Critical 
Value

Max-Eigen 
Statistic

0.05 Critical 
Value

BSE SENSEX and G7 indices

 CAC40 
None 1059.949 15.49471 557.7526 14.2646

At most 1 502.1968 3.841466 502.1968 3.841466

 FTSE 100 INDEX 
None 1020.265 15.49471 545.2182 14.2646

At most 1 475.0473 3.841466 475.0473 3.841466

 FTSE MIB 
INDEX 

None 1027.334 15.49471 531.4318 14.2646

At most 1 495.9021 3.841466 495.9021 3.841466

 GDAXI 
None 1002.155 15.49471 523.8207 14.2646

At most 1 478.3339 3.841466 478.3339 3.841466

 NIKKEI 225 
None 1002.743 15.49471 532.6152 14.2646

At most 1 470.1277 3.841466 470.1277 3.841466
 NYSE 
COMPOSITE 
INDEX 

None 1043.844 15.49471 545.9627 14.2646

At most 1 497.8814 3.841466 497.8814 3.841466
 S&P TSX 
COMPOSITE 
INDEX 

None 1022.278 15.49471 522.6113 14.2646

At most 1 499.6668 3.841466 499.6668 3.841466

FTSE JSE TOP 40 and G7 indices

 CAC40 
None 1141.713 15.49471 585.8021 14.2646

At most 1 555.9108 3.841466 555.9108 3.841466

 FTSE 100 INDEX 
None 1092.986 15.49471 570.8756 14.2646

At most 1 522.1105 3.841466 522.1105 3.841466

 FTSE MIB 
INDEX 

None 1102.118 15.49471 570.8172 14.2646

At most 1 531.3005 3.841466 531.3005 3.841466
Cont...
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 GDAXI 
None 1089.849 15.49471 573.0989 14.2646

At most 1 516.7505 3.841466 516.7505 3.841466

 NIKKEI 225 
None 1061.663 15.49471 577.4989 14.2646

At most 1 484.1643 3.841466 484.1643 3.841466
 NYSE 
COMPOSITE 
INDEX 

None 1118.482 15.49471 573.8906 14.2646

At most 1 544.5913 3.841466 544.5913 3.841466
 S&P TSX 
COMPOSITE 
INDEX 

None 1112.336 15.49471 581.3413 14.2646

At most 1 530.9947 3.841466 530.9947 3.841466

I BOVESPA  and G7 indices 

 CAC40 
None 1081.32 15.49471 589.3116 14.2646

At most 1 492.0083 3.841466 492.0083 3.841466

 FTSE 100 INDEX 
None 1043.289 15.49471 524.5557 14.2646

At most 1 518.7328 3.841466 518.7328 3.841466

 FTSE MIB 
INDEX 

None 1047.394 15.49471 534.7548 14.2646

At most 1 512.6391 3.841466 512.6391 3.841466

 GDAXI 
None 1024.458 15.49471 522.6849 14.2646

At most 1 501.7735 3.841466 501.7735 3.841466

 NIKKEI 225 
None 1026.494 15.49471 548.5925 14.2646

At most 1 477.9018 3.841466 477.9018 3.841466
 NYSE 
COMPOSITE 
INDEX 

None 1058.401 15.49471 539.9863 14.2646

At most 1 518.4151 3.841466 518.4151 3.841466
 S&P TSX 
COMPOSITE 
INDEX 

None 1045.893 15.49471 528.3272 14.2646

At most 1 517.5655 3.841466 517.5655 3.841466

RTS INDEX and G7 Indices

 CAC40 
None 980.5236 15.49471 557.8373 14.2646

At most 1 422.6863 3.841466 422.6863 3.841466

 FTSE 100 INDEX 
None 945.9306 15.49471 522.1891 14.2646

At most 1 423.7415 3.841466 423.7415 3.841466

 FTSE MIB 
INDEX 

None 954.7036 15.49471 534.322 14.2646

At most 1 420.3816 3.841466 420.3816 3.841466

 GDAXI 
None 936.1079 15.49471 518.0266 14.2646

At most 1 418.0813 3.841466 418.0813 3.841466

Cont...
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 NIKKEI 225 
None 920.5284 15.49471 502.3728 14.2646

At most 1 418.1556 3.841466 418.1556 3.841466
 NYSE 
COMPOSITE 
INDEX 

None 963.4967 15.49471 540.6727 14.2646

At most 1 422.824 3.841466 422.824 3.841466
 S&P TSX 
COMPOSITE 
INDEX 

None 941.015 15.49471 519.4642 14.2646

At most 1 421.5508 3.841466 421.5508 3.841466

SSE COMPOSITE  and G7 indices

 CAC40 
None 967.9538 15.49471 583.1756 14.2646

At most 1 384.7782 3.841466 384.7782 3.841466

 FTSE 100 INDEX 
None 915.8638 15.49471 517.1435 14.2646

At most 1 398.7203 3.841466 398.7203 3.841466

 FTSE MIB 
INDEX 

None 928.2926 15.49471 534.807 14.2646

At most 1 393.4856 3.841466 393.4856 3.841466

 GDAXI 
None 902.1025 15.49471 502.8708 14.2646

At most 1 399.2317 3.841466 399.2317 3.841466

 NIKKEI 225 
None 900.5987 15.49471 505.0244 14.2646

At most 1 395.5743 3.841466 395.5743 3.841466
 NYSE 
COMPOSITE 
INDEX 

None 938.6139 15.49471 539.9477 14.2646

At most 1 398.6661 3.841466 398.6661 3.841466
 S&P TSX 
COMPOSITE 
INDEX 

None 919.3888 15.49471 533.0734 14.2646

At most 1 386.3154 3.841466 386.3154 3.841466
Source: Data collected from yahoo finance and FTSE computed from E Views 7

Table – 7 represents the results of Vector Error Correction 
Model, for determining the short term dynamics between 
BRICS and G7 stock markets indices, during the study period 
from April 2004 to March 2014. The co efficient values of 
Vector Error Correction Model for BSE SENSEX and G7 indices, 
FTSE JSE TOP 40 and G7 indices, I BOVESPA and G7 indices, 
RTS INDEX and G7 Indices, SSE COMPOSITE and G7 indices, 
reveal that all sample indices of BRICS nations’ witnessed 
short run relationship with S&P TSX COMPOSITE as the values 
of coefficient were higher than the significant value of 0.05, 
followed by NYSE COMPOSITE which recorded short run 
relationship with BRICS indices, with the exemption of SSE 

COMPOSITE. FTSE 100, FTSE MIB and GDAXI experienced 
short run relationship with FTSE/JSE TOP 40. IBOVESPA, RTS 
INDEX and SSE COMPOSITE recorded short run relationship 
with NIKKEI 225.  Rest of the BRICS indices recorded short 
run relationship with some G7 indices during the study 
period. It is to be noted that there was short run relationship 
between BRICS and G7 stock markets indices. Hence the Null 
Hypothesis NH05, “There is no short run relationship between 
daily index returns of BRICS and G7 countries stock markets 
during the study period “, is Rejected.
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Table – 7 Results of Vector Error Correction model for daily returns of BRICS and G7 countries’ stock markets 
indices.

BRICS and G7 INDICES Co efficient Standard Error T - Statistics

BSE SENSEX and G7 indices

CAC 40 5.27649 -0.1671 31.5857

FTSE 100 INDEX 4.64965 -0.146 31.8427

FTSE MIB -4.5274 -0.151 -29.98

GDAXI -2.549 -0.0921 -27.682

NIKKEI 225 -1.6591 -0.0651 -25.484

NYSE COMPOSITE INDEX 2.769 -0.1037 26.7105

S&P TSX COMPOSITE INDEX 2.24246 -0.0876 25.5994

FTSE JSE TOP 40 and G7 indices

CAC 40 -2.4526 -0.0792 -30.967

FTSE 100 INDEX 5.48168 -0.1703 32.1975

FTSE MIB 0.73082 -0.0367 19.9058

GDAXI 0.56735 -0.0368 15.4003

NIKKEI 225 -0.0863 -0.0299 -2.886

NYSE COMPOSITE INDEX 0.50453 -0.0395 12.7765

S&P TSX COMPOSITE INDEX 0.18788 -0.0396 4.74196

I BOVESPA  and G7 indices 

CAC 40 -4.5443 -0.1461 -31.109

FTSE 100 INDEX 4.5301 -0.1435 31.575

FTSE MIB -0.7344 -0.0424 -17.314

GDAXI -0.5127 -0.0427 -12.006

NIKKEI 225 0.10753 -0.0372 2.89407

NYSE COMPOSITE INDEX 0.36049 -0.0461 7.81435

S&P TSX COMPOSITE INDEX 0.64183 -0.0535 11.9996

RTS INDEX and G7 Indices

CAC 40 -87.982 -2.7163 -32.39

FTSE 100 INDEX -10.555 -0.3251 -32.463

FTSE MIB 10.9742 -0.3576 30.6866

GDAXI -14.239 -0.4669 -30.497

NIKKEI 225 83.0709 -2.7891 29.784
Cont...
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NYSE COMPOSITE INDEX 4.04733 -0.1464 27.6439

S&P TSX COMPOSITE INDEX 10.0784 -0.337 29.9095

SSE COMPOSITE  and G7 indices

CAC 40 -4.9503 -0.1541 -32.119

FTSE 100 INDEX -16.608 -0.507 -32.755

FTSE MIB -15.134 -0.4926 -30.724

GDAXI 6.30018 -0.21 30.0002

NIKKEI 225 9.83034 -0.3324 29.5755

NYSE COMPOSITE INDEX -12.776 -0.424 -30.132

S&P TSX COMPOSITE INDEX 22.4652 -0.7468 30.0842

Source: Data collected from yahoo finance and FTSE computed from E Views 7

The results of Granger Causality Test, for BRICS and G7 nations’ 
stock market indices, during the study period from April 2004 
to March 2014, are presented in the Table – 8. F statistic value 
of FTSE/JSE TOP 40 revealed that there was unidirectional 
relationship with NYSE COMPOSITE and S&P TSX COMPOSITE, 
followed by NIKKEI 225 and IBOVESPA, SSE COMPOSITE and 
CAC 40, FTSE MIB and SSE COMPOSITE and only RTS INDEX 
experienced bidirectional causal relationship with GDAXI as F 

statistics values were greater than three and probability values 
were less than 0.05. It is to be noted that some BRICS stock 
markets indices enjoyed causal relationship with G7 nations’ 
stock market indices during the study period. Therefore, the 
Null Hypothesis NH06, “There is no causal relationship between 
the BRICS and G7 countries’ stock markets index returns during 
the study period”, is Rejected.

Table – 8 Results of Granger Causality Test for daily returns of BRICS and G7 countries’ stock market sample 
indices 

Null Hypothesis F-Statistic Prob. Accepted / Rejected 
the Null Hypothesis

CAC 40 does not Granger Cause BSE SENSEX 0.72723 0.4833 Accepted

BSE SENSEX does not Granger Cause CAC 40 0.17109 0.8428 Accepted

FTSE 100 does not Granger Cause BSE SENSEX 2.52303 0.0804 Accepted

BSE SENSEX does not Granger Cause FTSE 100 0.05051 0.9507 Accepted

FTSE MIB does not Granger Cause BSE SENSEX 0.51068 0.6002 Accepted

BSE SENSEX does not Granger Cause FTSE MIB 1.65762 0.1908 Accepted

GDAXI does not Granger Cause BSE SENSEX 1.21737 0.2962 Accepted

BSE SENSEX does not Granger Cause GDAXI 1.4319 0.2391 Accepted

NIKKEI 225 does not Granger Cause BSE SENSEX 1.15799 0.3143 Accepted

BSE SENSEX does not Granger Cause NIKKEI 225 2.27956 0.1025 Accepted

NYSE COMPOSITE does not Granger Cause BSE SENSEX 2.86582 0.0571 Accepted

BSE SENSEX does not Granger Cause NYSE COMPOSITE 0.51315 0.5987 Accepted
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Null Hypothesis F-Statistic Prob. Accepted / Rejected 
the Null Hypothesis

S&P TSX COMPOSITE does not Granger Cause BSE SENSEX 0.55736 0.5728 Accepted

BSE SENSEX does not Granger Cause S&P TSX COMPOSITE 0.52938 0.589 Accepted

FTSE\JSE TOP 40 does not Granger Cause CAC 40 0.38686 0.6792 Accepted

CAC 40 does not Granger Cause FTSE JSE TOP 40 0.43592 0.6467 Accepted

FTSE JSE TOP  40 does not Granger Cause FTSE 100 0.36584 0.6936 Accepted

FTSE 100 does not Granger Cause FTSE JSE TOP 40 0.41592 0.6598 Accepted

FTSE JSE TOP 40 does not Granger Cause FTSE MIB 2.9583 0.0521 Accepted

FTSE MIB does not Granger Cause FTSE JSE TOP 40 2.78046 0.0622 Accepted

FTSE JSE TOP 40 does not Granger Cause GDAXI 0.7371 0.4786 Accepted

GDAXI does not Granger Cause FTSE JSE TOP 40 1.37791 0.2523 Accepted

FTSE JSE TOP 40 does not Granger Cause NIKKEI 225 0.80312 0.448 Accepted

NIKKEI 225 does not Granger Cause FTSE \JSE TOP 40 0.3424 0.7101 Accepted

FTSE\JSE TOP 40 does not Granger Cause NYSE COMPOSITE 4.67512 0.0094* Rejected

NYSE COMPOSITE does not Granger Cause FTSE/JSE TOP 40 0.75428 0.4705 Accepted

FTSE JSE TOP 40 does not Granger Cause S&P TSX COMPOSITE 0.97501 0.3773 Accepted

FTSE JSE TOP 40 does not Granger Cause S&P TSX COMPOSITE 4.77024 0.0086** Rejected

IBOVESPA does not Granger Cause CAC 40 1.82293 0.1618 Accepted

CAC 40 does not Granger Cause INDEX 1.81458 0.1631 Accepted

IBOVESPA does not Granger Cause FTSE 100 INDEX 0.89012 0.4107 Accepted

FTSE 100 does not Granger Cause IBOVESPA 0.975 0.3773 Accepted

IBOVESPA does not Granger Cause FTSE MIB 0.38136 0.683 Accepted

FTSE MIB does not Granger Cause IBOVESPA 1.05343 0.3489 Accepted

IBOVESPA does not Granger Cause GDAXI 0.21105 0.8097 Accepted

GDAXI does not Granger Cause IBOVESPA INDE 0.12143 0.8857 Accepted

IBOVESPA does not Granger Cause NIKKEI 225 1.4772 0.2285 Accepted

NIKKEI 225 does not Granger Cause IBOVESPA 3.43111 0.0325* Rejected
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Null Hypothesis F-Statistic Prob. Accepted / Rejected 
the Null Hypothesis

IBOVESPA does not Granger Cause NYSE COMPOSITE 1.94463 0.1433 Accepted

IBOVESPA does not Granger Cause NYSE COMPOSITE 2.71804 0.0662 Accepted

IBOVESPA does not Granger Cause S&P TSX COMPOSITE 0.06814 0.9341 Accepted

S&P TSX COMPOSITE does not Granger Cause I BOVESPA 0.70314 0.4951 Accepted

RTS does not Granger Cause CAC 40 1.50715 0.2217 Accepted

CAC 40 does not Granger Cause RTS 1.05808 0.3473 Accepted

RTS does not Granger Cause FTSE 100 0.29877 0.7418 Accepted

FTSE 100 does not Granger Cause RTS 2.0549 0.1283 Accepted

RTS does not Granger Cause FTSE MIB 0.31564 0.7293 Accepted

FTSE MIB does not Granger Cause RTS 0.69297 0.5002 Accepted

RTS does not Granger Cause GDAXI 5.02015 0.0067** Rejected

GDAXI does not Granger Cause RTS 4.41796 0.0122* Rejected

RTS does not Granger Cause NIKKEI 225 1.36838 0.2547 Accepted

NIKKEI 225 does not Granger Cause RTS 0.65939 0.5173 Accepted

RTS does not Granger Cause NYSE COMPOSITE 0.38462 0.6808 Accepted

NYSE COMPOSITE does not Granger Cause RTS 1.26671 0.2819 Accepted

RTS does not Granger Cause S&P TSX COMPOSITE 1.12651 0.3243 Accepted

S&P TSX COMPOSITE does not Granger Cause RTS 0.34655 0.7072 Accepted

SSE COMPOSITE does not Granger Cause CAC 40 8.42981 0.0002** Rejected

CAC 40 does not Granger Cause SSE COMPOSITE 0.48783 0.614 Accepted

SSE COMPOSITE does not Granger Cause FTSE 100 0.42171 0.656 Accepted

FTSE 100 does not Granger Cause SSE COMPOSITE 1.20697 0.2993 Accepted

SSE COMPOSITE does not Granger Cause FTSE MIB 0.2009 0.818 Accepted

FTSE MIB does not Granger Cause SSE COMPOSITE 4.40083 0.0124* Rejected

SSE COMPOSITE does not Granger Cause GDAXI 0.15331 0.8579 Accepted

Cont...
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Null Hypothesis F-Statistic Prob. Accepted / Rejected 
the Null Hypothesis

GDAXI does not Granger Cause SSE COMPOSITE 0.4288 0.6513 Accepted

SSE COMPOSITE does not Granger Cause NIKKEI 225 2.52558 0.0802 Accepted

NIKKEI 225 does not Granger Cause SSE COMPOSITE 0.71741 0.4881 Accepted

SSE COMPOSITE does not Granger Cause NYSE COMPOSITE 0.92628 0.3962 Accepted

NYSE COMPOSITE does not Granger Cause SSE COMPOSITE 1.25499 0.2853 Accepted

SSE COMPOSITE does not Granger Cause S&P TSX COMPOSITE 0.40087 0.6698 Accepted

S&P TSX COMPOSITE does not Granger Cause SSE COMPOSITE 1.08179 0.3391 Accepted

Source: Data collected from yahoo finance and FTSE computed from E Views 7
**= significant at 1% Level
* = significant at 5% Level

Summary and Conclusion

This study investigated the stock market linkages between 
BRICS and G7 stock market indices during the study period 
from April 2004 to March 2014. Descriptive Statistics, 
Kolmogorov–Smirnov Test (K–S test), Augmented Dickey Fuller 
Test, Phillips – Perron Test, GARCH (1, 1) Model, Johansen Co 
Integration Test, Vector Error Correction Model and Granger 
Causality Test were used to analyze the stock market linkages. 
Kolmogorov –Smirnov Test (K–S test) revealed that the all the 
sample indices daily price return of BRICS and G7 countries’ 
stock markets were normally distributed. The Augmented 
Dickey Fuller Test and Phillips – Perron Test found out that 
the sample indices of BRICS and G7 nations’ stock markets 
daily returns attained stationarity at the level difference. BRICS 
and G7 nations’ stock market indices daily price return were 
volatile. SSE COMPOSITE, FTSE MIB and GDAXI indices were 
highly volatile compared to other indices. The co integration 
test between BRICS and G7 stock markets sample indices 
revealed that the sample indices of BRICS stock markets, 
namely, BSE SENSEX, FTSE/JSE TOP 40 INDEX, IBOVESPA, 
RTS INDEX and SSE COMPOSITE were co integrated with 
G7 nations’ stock market indices, namely, CAC 40, FTSE 100 
INDEX, FTSE MIB, GDAXI, NIKKEI 225, NYSE COMPOSITE 
INDEX and S&P TSX COMPOSITE INDEX. It further indicated 
long run relationship between these indices. Short run 
relationship was found between BRICS and some G7 stock 
indices except BSE SENSEX. RTS index. GDAXI was the only 

index which exhibited bidirectional relationship among the 
BRICS and G7 stock indices. Unidirectional relationship was 
noticed between NIKKEI 225 and FTSE/JSE TOP 40 INDEX, 
S&P TSX COMPOSITE INDEX and FTSE/JSE TOP 40 INDEX, 
NIKKEI 225 and IBOVESPA INDEX, SSE COMPOSITE INDEX and 
CAC 40 INDEX, FTSE MIB and SSE COMPOSITE INDEX. From 
the empirical analysis, the study found BRICS and G7 stock 
markets indices to have experienced both long run and short 
run linkages, but some indices did not record short run linkages 
during the study period from April 2004 to March 2014. It can 
be concluded that international investors could gain long run 
and short run benefits from these indices and hence investors 
are advised to exploit the portfolio diversification opportunity 
in the long run and short run period.
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Background and Context
The credit markets in India are heavily reliant on the banking 
system as the corporate bond markets contribute only 21% 
of the total financing in contrast to developed economies 
where this is almost 80% (Sengupta and Anand, 2014). This 
dependence on banks has created significant strain on the 
banks’ balance sheets, rising non-performance assets and 
lack of funds for small and medium enterprises. (Korivi and 
Rachappa, 2012; Korivi and Tandon, 2013).  
The focus on developing a corporate bond was felt soon after 
the Asian Crisis of 1997-99 where although India remained 
insulated to some extent on account of strict capital controls, 
other South-East Asian economies suffered a currency crisis. 
A high-level Committee under the leadership of Dr. R.H. Patil 
was set up to study the factors constraining the development 
of corporate bond markets in India. The Committee presented 
its findings in December 2005 post which the government and 
regulators focused their attention to developing this market.
Several policy initiatives, high level committees and regulatory 
changes have resulted in a positive impetus to the flagging 
corporate bond market in India. One of the prominent areas 
where the corporate bond market was considerably lacking 
was the weak financial infrastructure. The Patil Committee 
report (2005) as well as Raghavan et al, (2014) pointed out 
that the transparency, reliability and timeliness of information 
was missing in the Indian corporate bond markets. One of 
the reasons for this was perhaps the Over the Counter (OTC)
nature of the market, small number of institutional investors, 
no trading, reporting or settlement platforms, counterparty 
risk etc.  
With the setting up of the Wholesale Debt Market on the 
national stock exchanges (NSE and BSE), some of these 
constraints have been done away with leading to an 
improvement in the financial infrastructure of the markets. 
Trades must now be reported within minutes of its conclusion 
as well as settled through the exchange. However, counterparty 
risk still remains as there is no settlement guarantee.

Abstract

A well functioning and efficient corporate bond market is 
necessary for any economy. While most developed markets 
like the US have one in place, emerging economies are 
slowly realizing the importance of one. The need was 
especially highlighted post the Asian currency crisis 
in the late 1990s. India, a predominantly bank based 
economy, has been taking numerous measures to deepen 
its corporate bond markets over the last decade. The Patil 
Committee Report published in 2005, brought to light 
the various areas in which the regulators, RBI and SEBI, 
needed to concentrate to increase the traded volumes 
in this market. Some of the areas brought out by this 
report were the lack of demand and supply of bonds, weak 
infrastructure, lack of retail participation etc. This paper 
seeks to establish through the 7i Framework of the RBI, 
the strides the market has already made in this regard and 
the possible areas that still need a push. The researchers 
have relied on the published news reports pertaining to 
the corporate bond markets in India to collect data on 
the issuances for the calendar year 2015 as well as other 
material information concerning the markets. These have 
been discussed in detail to identify which of the 7i’s is the 
focus area for policy development and where there remains 
further room for action.
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Another area of concern identified was the lack of demand 
and supply of corporate bonds.  Demand is concentrated in 
the hands of large institutional players like mutual funds and 
insurance companies that have strict regulatory requirements 
on credit quality. Moreover there is a crowding out by the 
large issuances by the government bonds. Retail participation 
is minimal and investment by Foreign Investors is regulated 
and limited to USD 51 Bn. Luengnaruemitchai and Ong (2005), 
pointed out that the lack of innovative debt instruments 
as well as derivative instruments also been a factor in the 
under-developed nature of this market. On the supply side, 
corporate prefer to access the banking system, especially the 
companies with lower credit quality that do not find investors. 
Also the issuance costs like stamp duties sometimes act as 
a hindrance to issuers.
However, the data collected and analysed in this paper 
suggests that we are seeing an uptick in the issuances.
Measures like introduction of repo in corporate bonds, 
renewed interest and trading in the interest rate futures on 
the NSE are creating the required environment for a push in 
the development of the corporate bond markets.
The structure of this paper is as follows: Section 1 briefly 
reviews the existing body of literature identifying the various 
issues and challenges plaguing the Indian Corporate Bond 
markets. Section 2 discusses the RBI’s 7i Framework explaining 
what each of the ”I” entails and the current status of each of 
them. Section 3 looks at the data collected through newspaper 
articles for calendar year 2015 within RBI’s 7i Framework to 
determine which of the 7i’s are lagging and require further 
attention. Section 4summarizes the findings and arrives at 
the conclusions.

Section 1 : Literature Review
India has inherently been a bank-based economy, unlike 
developed market economies like that of the United States 
of America or the United Kingdom. Various studies on the 
superiority of either financial system show that while neither 
is better than the other, a financial system with both a well 
developed bond market and a stable banking system allows 
for diversity in the financial system (Eichengreen, 2006). 
Herring and Chitusripitak (2000), pointed out that if there 
is an absence of a well developed bond market, interest 
rates would not be market determined and there would be 
inefficiencies in the system in measuring cost of capital and 
savings.
The importance was further highlighted during the Asian Crisis 
of 1997-98, where it was felt that the presence of an efficient 
and developed bond market may have reduced the extent of 
the crisis. The early 2000s saw most Asian economies focus on 
developing the corporate bond markets. The Korean example 
would be one to emulate which emphasized on the government 
bond market so that there would be a strong benchmark 

for the corporate market. The infrastructure was reformed 
with electronic trading, clearing and settlement processes. 
Moreover, the securitization market was also developed along 
with credit enhancement mechanisms to increase liquidity 
(Park, 2008)
In India too, similar attempts were made through policy 
initiatives and improvements in infrastructure. A high level 
committee headed by Dr. R.H Patil was set up in 2005 to submit 
their findings on the factors constraining the development of 
the corporate bond markets in India. 
The committee found that a strong infrastructure with strong 
regulations and a well functioning government bond market 
were imperative for giving an impetus to the corporate bond 
markets. Luengnaruemitchai and Ong (2005) also voiced 
similar opinions where they stated that a liquid sovereign 
bond market serves as benchmark for pricing corporate 
securities along with the fact that a strong legal framework 
would go a long way in promoting this market. The lack of 
this, pointed out Khanna and Vattoril (2012), has been one 
of the reasons that market hasn’t developed as expected, 
specifically when it came to sound bankruptcy laws and tax 
regimes.Lack of transparency, timeliness of information and a 
small investor base also contributed to the lethargic condition 
of the corporate bond markets. (Raghavan et al., 2014). 
Another area highlighted by the committee was that pertaining 
to the credit assessment process. This included credit rating, 
credit enhancement processes, structured assets.
While all the above mentioned areas deal with systemic issues 
that need to evolve, there also exists an inherent mismatch on 
the demand and supply of corporate bonds in India. Demand 
is driven by insurance companies, mutual funds and retirement 
funds like pension and provident funds. Retail participation 
is almost negligible and restricted to a few NBFC issues. 
Investment by Foreign Portfolio Investors (FPI) is regulated 
by the RBI and is limited to USD 51 Bn. Therefore, the number 
of players is extremely small and narrow. Other than the 
mutual funds, the maturity and risk profile of the investors 
is skewed towards long term and low risk. In contrast, the 
supply is concentrated to public sector financial institutions 
and NBFCs where maturity is typically less than 10 years. As 
a result liquidity in the market is poor.
Lack of innovative debt-instruments or related derivative 
instruments have also largely affected the growth of the 
Corporate Bond markets in India (Luengnaruemitchaiand 
Ong, 2005; Mitra, 2009).Development of a Credit Default 
Swaps has acted as a catalyst for price discovery ofcorporate 
bonds in the US markets. However, in case of India, a strong 
and liquid bond market should be the backdrop for such 
breakthroughs (Patil, 2005; Shim and Zhu, 2010).
High issuance costs along with differential stamp duty and 
TDS laws are also some of the reasons that have impeded the 
development of corporate bond markets in India (Raghavan 
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and Sarwono, 2012; Khan, 2012; Patil, 2005).

Section 2: RBI’s 7i Framework for a Vibrant Debt 
Market
Based on the factors highlighted so far, the Deputy Governor of 
RBI, Shri HR Khan has, on numerous occasions and platforms, 
spoken about a “7i Framework” for the development of 
corporate bond markets in India. These 7 I’s encompass all 
the relevant and critical components that are important for 
a well functioning and vibrant market. These are as follows:
1. Investors
2. Issuers
3. Instruments
4. Infrastructure
5. Intermediaries
6. Incentives
7. Innovation 
We will now discuss each of these components in detail as 
envisioned by the RBI in their discussions.

Investors
As mentioned earlier, the investor base in the corporate debt 
market is narrow and limited to banks, insurance companies, 
provident funds, Primary Dealers (in a small way) and pension 
funds. The current investment guidelines for most of these 
entities are stringent and require a large part of their portfolios 
be invested in either government securities or high-quality 
corporate bonds. As a result there is a reluctance to invest in 
low-rated papers. There is a case for allowing banks to provide 
credit enhancement to such low rated instruments as they have 
access to bank finance. However, this will result in an increase 
in the risk of the banking system. In a recent address by Shri 
HR Khan (Oct 2015), he has stated the need for liberalizing 
the investment guidelines for the regulated entities to allow 
for more active participation. He also made a case for allowing 
them to invest in certain interest rate derivatives like interest 
rate swaps, repos and credit default swaps.
Participation of retail investors in the corporate bond market 
also needs to be encouraged. While their role is currently 
miniscule, there has been an uptick in their activity when 
it comes to tax-free bonds issued by infrastructure activity. 
It was also found that public issues of NBFCs offering high 
coupons, were oversubscribed. The framework by RBI suggests 
issuing zero coupon bonds with clear tax norms and having 
a quota for retail investors to encourage participation from 
this segment.

Issuers
The RBI points out that some of the reasons that the Indian 
financial system continues to be heavily dependent on the 
banking system is on account of ease of access, lack of credit 
risk mitigation, no sound bankruptcy framework and absence 
of interest from long term investors like insurance companies. 

In addition, public sector undertakings and banks dominate 
the issuances with 95% of them being privately placed. 
(SEBI). There is a concentration of ratings in AA or higher 
with maturities in the 2 to 5 year segment. Moreover, issuance 
costs like stamp duties, transfer costs also deter companies 
in tapping the bond markets.
To overcome these issues, the RBI has suggested the re-
issuance of existing bonds with the same ISIN code. This 
will help increase liquidity and reduce cost of issuances. 
However there seems to be some resistance on this front.
There is also talk of enabling a municipal bond market 
although this is largely dependent on an active corporate 
bond market. Currently there is very little interest in this 
segment and almost no secondary market trading.

Instruments
Trading in the corporate bond market is highly concentrated 
in plain vanilla fixed coupon bonds. Although a lot of 
innovation in structures has come to the market, it finds 
limited demand on account of issues like prices, valuation, 
liquidity etc. Instruments like corporate bond repo, credit 
default swaps, interest rate futures, structured assets, etc 
have long been permitted by the regulators but have seen 
limited trading. 
The lack of interest in corporate bond repo has been 
attributed to the non-signing of the Global Master Repo 
Agreement as well as the fact that two of the biggest 
investors –insurance companies and mutual funds – are 
not permitted to lend in the repo market.
Similarly with CDS, there are several restrictions on regulatory 
and exposure norms that currently does not make it viable 
for banks to trade in there securities. These norms are being 
relooked at along with increasing participation from other 
players.
Investment Guidelines for insurance and pension funds may 
also be relaxed to allow investment in Municipal Bonds.

Infrastructure
The government bond market has grown leaps and bounds 
as the RBI enhanced the market infrastructure to create 
an efficient, transparent and robust system. This included 
an electronic bidding system for primary issuances, DvP-III 
mode of settlement, RTGS, online trading platform-NDS and 
NDS-OM and guaranteed settlement through CCIL.
However the same level of infrastructure is yet to be achieved 
for corporate bonds. Few steps have been taken. For eg. The 
clearing houses of stock exchanges now have a transitory 
pooling account facility for the settlement of OTC trades 
in the bond market on a DvP-1 basis. This takes away 
counterparty risk to some extent.
The NSE has set up an online trading platform for privately 
placed bonds however it hasn’t picked up on account of high 
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margins, penalties and absence of DvP-III settlement like in 
the case of government bond markets. There is a need to set 
up an online trading platform for corporate bond repo as well.
The corporate bond markets are also heavily reliant on the 
credit assessment of rating agencies. Improvement in their 
disclosure and transparency norms will also help the market. 
This is specifically important given the role of these agencies 
in the 2008 crisis as well as recent events of defaults in India.
In terms of infrastructure and framework, the one area that 
needs immediate attention is reform of bankruptcy law to 
ensure that there is streamlining and resolution of insolvency 
case in an accelerated manner.

Intermediaries
The role of intermediaries in the corporate bond markets is 
limited to merchant bankers, brokers and rating agencies. 
There is an absence of a market making scheme- like Primary 
Dealers in the government bond segment - which results in 
low liquidity in the secondary markets. The RBI has suggested 
that the stock exchanges maybe able to work with regulators 
to provide such a facility in this segment.

Incentives
One of the reasons attributed by corporate for preference 
of bank credit over the markets, is the complexity of stamp 
duty and other issuance costs. The RBI has suggested the 
rationalizing of stamp duty laws in order to incentivize issuers 
to tap the corporate bond markets. Moreover there remains 
disparity between investors on tax laws pertaining toTDS 
and withholding tax where insurance companies and mutual 
funds are exempt. There is also a need to relook at the tax 
provisions of securitized debt and the SPVs to allow for more 
issuances in this segment.
Recently (March 2015), the RBI has issued a discussion 
paper on restricting the exposure of a large corporate to the 
banking system. This will necessitate that corporate access 
both banks and the markets for the funding requirements.

Innovation
Innovation in financial markets needs to be done while 
ensuring an adequate risk management system is in place to 
deal with these Innovative products. There have been some 
strides made in this regard to meet the needs of issuers as 
well as investors. Some of the suggestions of the RBI on this 
regard are the introduction of Partial Credit Enhancements 
(PCE) by banks to improve ratings of certain issuances. A 
bond index can also be developed to serve as a benchmark 
although this has met with a lot of challenges.

Section 3 : Data Collection and Methodology
Data pertaining to corporate bond markets is mainly aggregated 
data availablewith SEBI, RBI, NSE BSE, Primedatabase, 
Bloomberg etc. This data primarily comprises of total issuances 

as well as investments by various category of investors. In 
order to get a much granular level of data, we have decided to 
look at data in the form of press releases which are published 
in the leading financial dailies for the calendar year 2015. All 
news items pertaining to the corporate bond markets have 
been considered. The newspapers that have been considered 
are as follows (in alphabetical order):

1. BusinessLine

2. Business Standard

3. DNA

4. Economic Times

5. Financial Express

6. Hitvada 

7. Hindustan Times

8. Indian Express

9. Live Mint

10. Times of India

In the calendar year 2015, assuming a total of 365 days, 
adjusting for weekends and public holidays, there are 
about 250 working days. Against this, the researchers have 
collected 253 published news reports.This is a little over 100% 
of information hit, or in simple words, there is some news 
pertaining to the corporate bond market published every 
day.(Annexure 1)
We have assessed the published information in each newspaper 
report keeping the RBI’s 7i Framework in mind.Each piece of 
news has embedded within in it potentially 7 aspects of the 
bond market – Investors, Issuers, Intermediaries, Instruments, 
Infrastructure, Incentives and Innovation. This information 
is classified under the respective head. This is not mutually 
exclusive, implying that each piece of news item will have at 
least 1 classification and a maximum of 7 classifications (only 
1 per head for 1 piece of news). 
Of the 255 published news reports collected by us, we 
have a total of 481 classifications under all 7 heads of the 
7i Framework.  The assumption is, that of the 7i’s, some of 
the areas are getting more attention and focus in terms of 
development, while others may have been pushed into the 
background. Through this study, we will be able to identify 
the lagging areas of development and bring them into the 
forefront.
A brief summary of the analysis done by us shows, that out of 
the 481 classifications made by us,  195 ( or 40.5%) of these 
pertain to Issuers whereas only 9 or 1.9% of these pertain 
to infrastructure.
We will now look at this information at a further granular level 
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to get a better understanding of data.

Investors
The total classifications under the head of Investors is 102 or 
21.2% of the total information captured. A study of the press 
releases under this category pertains broadly to the following:
(a)  increase in the limit of investment allowed to foreign 
portfolio investors from the current level of $51 Bn. This is a 
positive for the market as it increases the investor base. The 
FPIs have been increasing their exposure and are close to 
exhausting their limits.
(b) Banks can now invest in Infra Bonds – this will add another 
player in this segment as banks were not permitted earlier. 
(c) Large Issuances of Tax Free Bonds by infrastructure 
companies saw oversubscription and huge interest from retail 
participants include HNIs and movie stars! This indicates a 
demand from retail players when incentives are offered.
(d) Mutual Funds, especially JP Morgan MF came under 
significant distress after default on its assets highlighting credit 
risk for investors
(e) RBI allowed FPIs to invest in distressed assets.
(f) Power Bonds –bonds issued by Discoms – are seeing strong 
investor demand. This is a positive for the markets.

Issuers
The total classifications under the head of Issuers is 195 or 40.5% 
of the total information captured. A study of the press releases 
under this category pertains broadly to the following:
(a)  As is the case every year, 2015 also saw large issuances by PSUs 
like PFC, PGC, REC IRFC, etc. In addition some of them were also 
allowed to issue tax free bonds which saw high investor interest.
(b)  Apart from the PSUs, banks tapped the market to raise money 
for their capital requirements through Tier-II bonds, Perpetual 
Bonds as well as Additional Tier 1 Capital bonds under Basel 3 
Norms.
(c)  The year also saw several small players tapping the bond 
markets like Equitas, Muthoot Capital, Oberoi Realty, etc
(d)  NTPC issued debentures as bonus payments
(e)  Vodafone raised a massive 7700 Crores from the markets 
through bonds for the first time to refinance its debt.
(f)  HDFC raised Rs. 5000 Crores via Warrants and NCDs
(g)  Yes Bank became the first bank to issue Green Bonds.
(h)  Amtek Auto defaulted on its debentures causing severe distress 
in the markets.
(i)  The total corporate bond issuances during Apr-Nov 2015 was 
2.55 lakh crores, a 3.2% increase over the previous year

Instruments
The total classifications under the head of Instruments is 49 or 
10.2% of the total information captured. A study of the press 

releases under this category pertains broadly to the following:
(a) Introduction of new instruments such as Green bonds, 
Additional Tier 1 Capital bonds
(b) Issue of bonus debentures by NTPC
(c) Repo in corporate bonds to be used to improve liquidity
(d) Continued use of Tier 2 and Perpetual Bonds by banks to meet 
their capital requirements.
The lack of concentration of information in this area suggests that 
the market still prefers plain vanilla coupon bonds. More should be 
done to bring out different instruments to meet the requirements 
of different category of investors and issuers.

Infrastructure
The total classifications under the head of Infrastructure is 9 
or 1.9% of the total information captured. A study of the press 
releases under this category pertains broadly to the following:
(a)  SEBI is trying to promote online sales of bonds and has plans 
of unveiling an electronic platform
(b) SEBI is setting up a framework to improve transparency and 
impact reporting for Green bonds
This area is one of the laggards. An improvement in this could 
lead to further development of markets.

Intermediaries
The total classifications under the head of Intermediaries is 32 
or 6.6% of the total information captured. A study of the press 
releases under this category pertains broadly to the following:
(a) The main intermediaries are merchant bankers that help in 
loan syndication and bond issuances. Axis Bank was the leading 
bank in this area. There isn’t information about merchant bankers 
for every report on issuers
(b) The Government announced the setting up of a bond guarantee 
entity which will provide to credit enhancement
(c) The role of rating agencies once again came into question 
after they failed to downgrade Amtek Auto prior to its default.
(d) IIFCL launched “credit enhanced infra bonds” with Ireda being 
the first beneficiary

Incentives
The total classifications under the head of Incentives is 12 or 
2.5% of the total information captured. A study of the press 
releases under this category pertains broadly to the following:
a. Incentives to banks to issue and invest in Green bonds and 
Infra Bonds by way of lower capital requirements
b. Easier tax norms necessary to promote investment in 
corporate bonds

Innovation 
The total classifications under the head of Innovation is 82 or 
17.0% of the total information captured. A study of the press 
releases under this category pertains broadly to the following:
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a. Innovation has been driven by the introduction of new 
category of bonds like Green Bonds, Infra Bonds, Junk Bonds 
and Vulture Funds, Tax Free Bonds, etc
b. Credit enhancement through a bond guarantee entity as 
well as by IIFCL

Section 4 :Summary and Conclusions
A molecular look at the data discussed above suggests 
that while there remain several areas of work, especially 
in terms of development of infrastructure, regulators and 
market participants have made large strides in the last year 
towards the development of the markets. To summarise these 
developments:
1. Large number of issuances in the year – aggregate data by 
SEBI suggests that total issuances during the year were Rs. 
4.8 lakh crores which is 38% over calendar year 2014. Some 
big names like Vodafone accessed the market for the first 
time including several small issuers which is a good sign for 
the markets.
2. Significant innovative instruments to meet the requirements 
of issuers and investors were seen during the year. Especially 
tax free bonds that caught the fancy of retail investors and 
Green Bonds that were issued by banks could play a big role 
in the time to come.
3. Power Bonds that were announced, maybe a great way to 
reduce stress of these loans from the books of banks as well 
provide funding to much starved discoms that are currently 
suffering from the lack of funds.
4. Providing credit enhancement through a government owned 
Bond Guarantee Fund will be a great way for lower rated 
companies that currently do not see much demand in the 
bond markets, to access the investors.
5. With IIFCL providing the first steps in credit enhancement 
for infra companies, will make it easier for project finance to 
raise funds through the bond markets.
6. By allowing banks to issue and invest in Infra Bonds, helps 
to fund the large infrastructure financing need of the country 
without disrupting the asset-liability requirements of the 
banks.
7. Increasing participation of FPIs in the corporate bond 
markets would also help in increasing the investor base. The 
RBI has already permitted FPIs to invest in Vulture Funds.
Some of the areas that still need attention are as follows:

1. On the regulatory front, a sound bankruptcy framework is 
the need of the hour.  The laws need to be updated and 
strengthened to allow for faster resolution of such cases.

2. The tax regime that allows for differential rates for 
different category of investors for interest income on 
bonds also needs to be rationalized. This creates arbitrage 
possibilities and inefficiencies in the system. This also 

includes the withholding tax paid by foreign investors.
3. The issuance costs in terms of stamp duty and transfer 

duties on issue of corporate bonds vary greatly from state 
to state. This serves as a hindrance for issuers who then 
prefer accessing banks for funds. 

4. While several significant steps have been taken by SEBI 
to allow for online trading platforms for corporate bonds, 
the high costs associated with this such as margins and 
penalties, have kept institutional investors away. Bringing 
trading online along with settlement guarantees like in 
the case of the NDS system for government bonds would 
help stimulate the market.

In conclusion, the recent studies and push from RBI and SEBI 
have ensured that the corporate bond markets are moving 
in the right direction. The 7i Framework outlined by Mr. HR 
Khan of the RBI has helped dissect and identify the problem 
areas to a narrower frame, that can allow government and 
regulators to take steps in the appropriate areas.
It is hoped that this paper serves as a base for more empirical 
work as the Indian corporate bond market further develops.
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Annexure 1 : News Summary on Corporate Bond Markets in India Calendar Year 2015

Sr. 
No Issuer Investor Instrument Intermediary Innovation Incentive Infrastructure

1 January 12 8 2 3 2

2 February 15 4 6 9 3

3 March 17 12 9 4 6 1

4 April 9 5 7 2

5 May 6 5 2 1 1

6 June 16 2 1 1

7 July 9 4 4 3 6 1

8 August 5 1 2 1 1 2

9 September 40 19 4 12 16 1

10 October 25 12 8 6 6 1 1

11 November 6 8 3 1 5 4

12 December 35 22 10 3 21 2

Total 195 102 49 32 82 12 9

Grand Total 481

Source: Copyright: © Sunder Ram Korivi, NISM
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2015).  In order to promote the soundness and stability 
of the banking system, the Basel Committee on Banking 
Supervision at the international level and the apex bank of 
different countries have initiated many reformative steps in 
both developed and emerging economies.  However, the banks 
and the regulatory bodies all over the world are still in search 
of appropriate policy measures to reduce the risk of banks 
and financial institutions. All over the world the banks and 
financial institutions play significant role for the development 
of economy in general and for the expansion of credit need in 
emerging economies in particular due to weak capital market 
(Tang, 2006; Saci et al., 2009). Sound financial health of banks 
is, thus, crucial for the development of emerging economies.

Indian commercial banks play significant role for the 
development of Indian economy. As per the economic survey 
report 2013-14, India has the second fastest growing services 
sector with its CAGR (compound annual growth rate) at 9.0 
per cent during 2001 to 2012. It is also evident from the report 
that India has witnessed a credit boom in terms of bank 
lending over the last decade, with the share of credit-GDP has 
increased from 35.5 percent in 2000 to 51 percent in 2013. At 
the same time, the high NPAs of Indian banks are an alarming 
factor for the stability and growth of Indian banks. Several 
measures have been undertaken to minimise NPAs of Indian 
banks, such as setting up of Board for Industrial and Financial 
Reconstruction (BIFR), Securitisation and Reconstruction 
of Financial Assets and Enforcement of Security Interest 
(SARFAESI),  The Debts Recovery Tribunal (DRTs), The One 

Santi. G. Maji

Preeti Hazarika

Abstract

This paper has tried to address the factors affecting the 
credit risk of Indian banks considering the dynamic nature 
of credit risk. The results of the distribution of credit risk 
over the years show significant changes. To address this 
dynamic nature of credit risk, we have employed the 
dynamic panel data regression model. The results indicate 
that there is lag impact of credit risk which positively 
influences the current risk. The results also indicate that 
profitability, bank capital and growth in GDP are negatively 
associated with credit risk for all the banks. On the other 
hand, loan loss provision has a positive influence on the 
credit risk. However, significant differences in results are 
found between public sector and private sector banks. 

Key Words

Credit Risk, Profitability, Bank Size, Bank Capital, Liquidity 
Risk, Dynamic Panel Data Model, Indian Banks

Factors Affecting Credit Risk of Indian 
Banks: Application of Dynamic Panel 
Data Model

1. Introduction

Risk management of banks has emerged as one of the focal 
points for the academicians and the practitioners in recent 
times due to the banking crisis observed in different countries 
(Rime, 2001; Stephanou and Mendoza, 2005; Maji and De, 
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Time Settlement Policy (OTS) etc, however none of them has 
proved fruitful (Samir and Kamra, 2013). Some researchers 
have tried to address the credit risk of Indian banks (Singh, 
2011; Singh and Gupta, 2013; Bhaskar, 2014; Naresh and Rao, 
2015), but the studies are theoretical in nature. 

Among the empirical studies in india, some researchers 
have examined the credit risk and bank capital employing 
simultaneous equation model (Nachane et al., 2000; Dash 
& Ghosh, 2004; Maji and De, 2015). The researchers have 
observed that risk and capital of Indian banks are inversely 
associated. There are a few studies that examine the factors 
affecting credit risk of Indian banks. For instance, a study 
conducted by Rajaraman et al., (1999) on inter-bank variations 
in NPAs of Indian commercial banks suggests that improvement 
in the enforcement environment is required for enhancing the 
performing efficiency of domestic banks in some regions. 
Gupta and Jain (2010) has examined the factors affecting 
the problem loans of Indian private sector banks and suggest 
that continuous attention on problem loans is necessary for 
improving the health of banks. Another empirical study carried 
out by Thiagarajan et al., (2011) on Indian commercial banks 
indicates a positive lagged impact of nonperforming assets 
on the current year. The result also indicates that there is 
a significant inverse relationship between the GDP and the 
credit risk for both public and private sector banks. In another 
study Maji and Dey (2012) find inverse association between 
size and credit risk of Indian banks, but fails to disentangle 
any significant association between capitalization and credit 
risk of Indian banks.

However, a comprehensive study on the factors affecting 
credit risk considering both public sector and private sectors 
banks of India during Basel I and Basel II period is scanty. 
Further, in response to the global financial crisis, the Basel 
Committee on Banking Supervision (BCBS) has introduced the 
BASEL III norms to further strengthen the stability of banking 
sector by incorporating the capital conservation buffer and 
the countercyclical buffer (BIS, 2010). In India, BASEL III 
guidelines have been issued by the Reserve Bank of India1 in 
May, 2012, applicable to commercial banks operating in India 
from January, 2013 and need to be implemented fully within 
March 31, 2019. BASEL III has widened the scope of credit 
risk in the banking sector with the introduction of minimum 
leverage ratio and the liquidity coverage ratio along with the 
revised minimum capital requirement level (Jayadev, 2013). 

Since the implementation of Basel III guidelines is at the initial 
stage in India, there is no any empirical study, to the best 
of existing knowledge, that examines the factors affecting 
the credit risk of Indian banks considering Basel III norms.  
Further, empirical study is also limited to address the dynamic 
nature of credit risk. To address these research gaps, the 
present effort is a modest attempt to examine empirically the 
factors affecting the credit risk of Indian commercial banks. To 
address the dynamic nature of credit risk, we have employed 
dynamic panel data regression model that captures the lag 
impact of credit risk.  

The rest of the paper is organized as follows: Section 2 
presents the review of literature. Section 3 is devoted for 
data and methodology used in this study. Section 4 presents 
the results and discussion, followed by concluding remarks 
in section 5.

2. Review of Literature and Development of Hy-
potheses:

Extant literature indicates several factors that affect the risk 
of banks. Researchers have investigated this issue in both 
developed and emerging economies. In most of the cases 
the researchers have used credit risk as the indicator of bank 
risk. This is because credit risk is the oldest risk of all types 
of risks faced by the banks and which arises form the core 
banking activity of lending to the customer (Maji and Dey, 
2012). In this paper we also concentrate on the credit risk as 
the indicator of bank risk. The theoretical relationship and 
empirical studies relating to the various factors that affect 
credit risk are discussed briefly. 

2.1 Bank profitability and risk:
Many researchers have studied the relationship between bank 
profitability and risk. Credit risk measured by non-performing 
assets or loans (NPAs) reduces the interest spread, which in 
turn reduces the profit levels of banks. According to Gestel 
and Baesems (2008) a small number of defaulters might 
cause large quantum of loss for the bank. Theoretically, thus, 
an inverse association between bank risk and profitability is 
expected. Empirical evidences, however, show contradictory 
results. A study conducted by Ara et al., (2009) in the 
context of commercial banks in Sweden has found a positive 
relationship between profitability and credit risk. Similar 
results are found by Afriyie and Akotey (2011) for the banks 
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in the Brong Ahafo Region of Ghana. The results revealed that 
there exists a positive relationship between non-performing 
loans and profitability of rural banks in Ghana. This result is 
supported by the fact that rural banks in Brong Ahafo Region 
of Ghana do not follow any effective institutional measures 
for managing credit risk. Banks charges higher interest rate 
on loans given to other customers in order to shift the cost 
of loan default. Likewise in case of banks in Nigeria, Kolapo 
et al., (2012) has also observed that credit risk is positively 
related to profitability.

On the other hand, some researchers have found negative 
association between bank risk and profitability. A study 
conducted by Achou and Tengue (2007) in Qatar banking 
system showed that better credit risk management increases 
the bank profitability. Another study on Nigerian banks reveals 
an inverse relation between profitability and the credit risk 
(Nawaz et al., 2012). Ruziqa (2013) have examined the impact 
of credit risk on the financial performance of conventional 
banks in Indonesia. The results indicate that credit risk and 
profitability of banks in Indonesia are inversely associated. 
Noman et al., (2015) have used a two-step GMM (Generalized 
Method of Moments) to investigate the effect of credit risk 
on profitability of the banking sectors of Bangladesh for the 
period 2003-2013. Their result indicates that the relationship 
between NPAs and profitability is negative. 

However, a study conducted by Kithinji (2010) on Kenyan 
banking industry has failed to disentangle any significant 
relationship between non-performing loans and profitability. 
Similarly, Bayyoud and Sayyad (2015) confirms no relationship 
between credit risk and profitability in the commercial and 
investment banks of Palestine during the study period 2010-
2014.Although the empirical evidences provide mixed results, 
based on the theoretical expectation, we develop the following 
hypothesis for empirical testing in Indian context:

H1: There is an inverse association between profitability 
and credit risk.

2.2 Bank capital and risk:
The association between bank capital and risk have been 
investigated all over the world by different researchers using 
absolute measure of the variables as well as considering the 
changes in capital and risk. The Basel Committee on Banking 
Supervision has recommended minimum risk-based capital 

standard to reduce the risk of banks. Consequently, large 
number of countries including India has implemented the 
Basel norms and at present capital adequacy ratio (CAR) 
is considered an important yardstick for measuring bank 
stability (Rime, 2001; Maji and De, 2015).The empirical 
studies, however, provide contradictory results. A study 
conducted by Besanko and Kanatas (1996) has found that 
the regulatory capital fails to reduce bank risk and does 
not promote bank stability. Similar results are observed by 
Matutes and Vives (2000), Mingo (2000) and Altunbas et al., 
(2007). The findings of these studies indicate that adequate 
capital alone is not sufficient to improve the solvency of 
banks. Interestingly, Agoraki et al., (2011) have found a direct 
negative association between capital adequacy and credit 
risk, but observed that bank stability increases with the 
increase in market power. 

In US and Europe, a large number of studies indicate that 
banks determine the capital and risk decisions simultaneously 
(Shrieves and Dahl, 1992; Jacques and Nigro, 1997; Rime, 
2001; Van Roy, 2008; Biekpe and Floquet, (2008); Godlewski, 
2005; Athanasoglou, 2011). Employing simultaneous equation 
model, Shrieves and Dahl (1992) have observed a positive 
relationship between capital and risk in US banks. In contrast, 
Jacques and Nigro (1997), using the same methodology, have 
observed inverse association between change in capital 
regulation and risk level in case of US commercial banks. In 
contrary, Rime (2001) did not find any significant impact of 
the changes in banks capital on bank’s risk-taking. Another 
study was conducted by Godlewski (2005) using the same 
methodology in emerging economies has concluded that 
the regulatory, institutional and legal factors play a very 
important role for running a healthy banking system which 
drives banks to hold excess capital cushion in order to meet 
regulatory requirement and also to signal financial strength. 

In India context, there are very limited empirical research 
relating to the association between bank capital and risk. A 
study have conducted by Nachane et al., (2000) on Indian 
public sector banks using the model developed by Shrieves 
and Dahl (1992) have found inverse association between 
bank capital and risk. In another study on Indian public 
sector banks, Das and Ghosh (2004) have investigated the 
relationship between absolute level of capital and risk. The 
study found a simultaneous relationship between capital and 
risk and the variables are negatively associated. However, 
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employing dynamic panel regression Ghosh et al., (2003) have 
not observed any significant relationship between capital and 
risk of Indian public sector banks. Similar results are found 
by Maji and Dey (2012). Inspite of mixed results observed by 
the earlier researchers, the negative association between bank 
capital and risk is more pronounced in emerging economies. 
It is, thus, hypothesised that:

H2: Bank capital and credit risk are negatively associated 
in India.

2.3 Bank size and risk
Many researchers have investigated empirically the theoretical 
arguments on the relationship between bank size and bank 
risk-taking. Theory says there exit a negative relationship 
between size and bank risk. The reason for such a relationship 
is justified by the opportunities of large banks to diversify 
risk. Large banks are expected to have lower risks because of 
more diversifiable portfolios that they are capable of holding. 
Many researchers have conducted studies in this respect and 
have found that there is a negative relationship between bank 
risk and bank size (Saunders et al., 1990; Chen et al., 1998; 
Maji and Dey, 2012). The studies conclude that large banks 
are more skilled in risk management and have also better 
diversification opportunities.

On the other hand, a study done by Weib et al., (2014) shows 
evidence that size may not be a persistent determinant of 
systemic risk in past crises. Similarly, the findings of Lopez-
Espinosa et al., (2013) indicate bank size is not a prominent 
contagion factor among large international banks to influence 
the bank risk. Literature says that large banks are greater 
sufferer of recent global financial crisis and distress of these 
banks has caused damage to the real economy. Therefore, 
large banks are considered to be of systemic importance 
(De Jonghe, 2010). Some empirical study supports “too-big-
to-fail hypothesis” (Claessens et al., 2011; Farhi and Tirole, 
2012; Stein, 2013). Due to their moral hazard behaviour, large 
banks take on excessive risk in the expectation of government 
bailouts. However, based on theoretical proposition; the 
following hypothesis is formulated for empirical testing in 
Indian context:

H3: There is a negative relationship between size and risk in 
Indian banking sector.

2.4 Liquidity and Risk:
Liquidity risk is the risk which shows the possible inability 
of bank to meet its financial obligations which if not look 
upon can eventually lead to bank failure. According to the 
insolvency theory, a bank fails when the value of bank assets 
fall and becomes less than its liabilities. In most cases the 
value of assets fall due to credit risk resulting from non-
performance of loans. It is observed that during the recent 
financial crisis majority of commercial bank failures were 
partly caused jointly because of liquidity risks and credit 
risks (Imbierowicz and Rauch, 2014). Theory says that, there 
is a positive relationship between liquidity risk and credit risk 
and they contribute jointly to bank instability. Many empirical 
studies have supported this view (Bryant, 1980; Diamond and 
Dybvig, 1983; Nikomaram et al., 2013; Imbierowicz and Rauch, 
2014). Literature indicates liquidity risk and credit risk are 
closely related, especially with regard to borrowers’ defaults 
and massive fund withdrawals. The relationship between 
these two factors of risk has a direct bearing on bank stability. 
Accordingly we formulate the fourth hypothesis as follows.

H4:  Liquidity risk and credit risk are positively associated.

2.5 Loan loss provisions and risk:
Literature shows that critical assessment of financial system 
stability can be done by an important factor called loan 
loss provision (LLP).It is considered to be a key contributor 
to fluctuations in the profitability and capital positions of 
banks, which has an effect on credit supplied by the bank 
to the economy (Beatty and Liao, 2009). Every bank has to 
keep aside a portion of their capital as reserve for loans that 
are subject to default by the borrowers. The lower LLP ratio 
indicates lower amount of NPAs of the bank. Some studies 
have identified the loan loss reserve as a contributing factor to 
the risk level of a bank (Berger and DeYoung, 1997; Cebenoyan 
and Strahan, 2004).  Ivicic et al., (2008) investigated the 
impact of various macroeconomic and bank-specific variables 
on bank insolvency risk in 7 CEE countries from 1996 to 
2006 using z-score. The study indicates that rise in loan loss 
provisions have negative impact on bank stability. Thus, the 
next hypothesis of this study is:

H5: Loan loss provision and bank risk are positively associated.

2.6 Growth in GDP and bank risk
There are many studies which concentrated on the level of 
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NPAs and the GDP growth all over the world. Theoretically 
there exist a negative relationship between the GDP growth 
and the NPAs. A strong positive growth in real GDP leads to 
greater income in the hands of borrowers which in turn help 
in more repayment of loans on time. This ultimately results 
in reduction in the level of NPAs. But when the economy is in 
downturn with low GDP, the resultant effect will be increase 
in the level of NPAs. Makri, et. al., (2014) have investigated 
the factors affecting NPA on banking system of 14 Eurozone 
countries using GMM estimation for the period 2000 to 2008. 
Their finding indicates a significant negative relationship 
between growth in GDP and NPAs. Similarly, the study on the 
determinants of NPA in case of Guyanese banking sector from 
1994 to 2004 conducted by Khemraj and Pasha (2009) reveals 
that GDP growth is inversely related to non-performing loans. 
Another study done on commercial banks of Italy, Greece and 
Spain for the period of 2004-2008 reveals that improvement 
in the real economy of these countries helps in reduction of 
non-performing loans (Messai and Jouini, 2013), which is 
consistent with the theoretical view. In contrast, a study done 
in Nigeria during the period 1995-2009 indicates significant and 
positive relationship between real GDP and Non-performing 
loans (Murumba, 2013). This may be due to underutilization 
of credit facilities in productive activities by the customers.  In 
Indian context, empirical results are consistent with the theory. 
The researchers have found significant negative relationship 
between the growth in GDP and NPA (Das and Ghosh, 2007; 
Ramanadh and Rajesham, 2013). Thus, the last hypothesis of 
this study is:

H6: There is a negative association between growth in GDP and 
credit risk in Indian commercial banks.

3. DATA AND METHODOLOGY

3.1 Data and Study Period:
This study is based on secondary data on Indian commercial 
banks collected from ‘Capitaline Plus’ corporate data database 
and annual reports of the respective banks for a period of 15 
years from 1999-2000 to 2013-14. As on 31st March, 2014, there 
are 41 commercial banks listed in the BSE (of them 12 are also 
listed in the NSE). Standard Chartered Bank is excluded from 
the sample because it is the only foreign banks listed in India. 
The final sample, thus, consists of 40 commercial banks out 
of which 24 are public sector banks and 16 are Indian private 
sector banks. The initial year of 1999-2000 is considered in 

this study because the Reserve Bank of India (RBI) in its mid-
term review of Monetary and Credit Policy in October 1998, 
raised the minimum capital adequacy ratio (CAR) to 9 per 
cent as compared to the international standard of 8 per cent 
and banks were advised to achieve this 9 per cent CAR level 
by March 31, 2000. Further, the study period also covers the 
outcomes of the second phase of Banking Sector Reforms 
which was initiated in 1998.

3.2. Measurement of Variables:
Dependent variable: credit risk (CR)

Credit risk considered to be the oldest of all risks faced by banks. 
It mainly arises when the borrower or the counterparty default 
in meeting the financial obligation. In other words, credit risk 
arises due to non-recovery of loans and advances from the 
bank’s borrower. To measure the credit risk researchers have 
generally used the ratio of non-performing loans to total loans 
and advances (Berger and De Young, 1997; Fungalova and 
Solanko, 2008; Maji and De, 2015). Ratio of total loans to total 
assets and the ratio of provision for loans to total assets are 
also used by researchers [Rahman et.al (2009) and Eng and 
Nabar (2007)]. However, we define the credit risk in this study 
as the ratio of NPAs to total loans and advances.

Explanatory Variables:

Profitability (ROA): Extant literature indicates that return on 
assets (ROA) is a commonly used measure of bank profitability 
(Ara et al., 2009; Maji and De, 2015). We define profitability as 
the ratio between operating profit and total assets.

Bank Size (SIZE): Bank size is defines as the natural log of total 
assets. The natural log is used in order to normalize the data.

Bank Capital (CAR): The definition of capital given by regulator 
is used in this study to measure bank capital. The regulatory 
capital, known as capital to risk assets ratio (CAR), is defined 
based on the guidelines of the Basel accords.

(Tier I Capital+Tier II Capital)
(Risk Weighted Assets)

CAR= 

Loan Loss Provision (LPP): Following the extant literature 
(Cebenoyan and Strahan 2004; Beatty and Liao, 2009) we 
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define LPP as the ratio of loan loss reserve to gross loans.

Liquidity Risk (LR): The most common way of measuring 
liquidity risk is the ratio of total loans to total deposits 
(Kosmidou et al., 2005). This definition is used in this study.

Growth in GDP (GGDP): The growth in GDP is used as 
macroeconomic variable. We have collected the growth in GDP 
data during 2000-2014 from the RBI database and Economic 
Survey reports.

3.3. Empirical Model
Credit risk measured by the share of NPAs in total advances at 
a specific point‘t’ depends on its past realization. To capture 
this dynamic nature of credit risk, we have used the dynamic 
panel data model. The general form of this model is:

Where, xit  are the regressor which are exhogeneous in nature,  
ai is the fixed individual effects and vit is uncorrelated across 
time and individuals with zero mean and constant variance.

Although, the extant literature indicates that bank risk and bank 
capital are simultaneously related in many cases, in this study 
we assume that bank capital is exogenous variable. Thus, the 
specific dynamic panel data model employed in this study is:

We have employed the Generalized Method of Moments 
(GMM) (Hansen, 1982) to estimate the coefficients. The GMM 
estimators are unbiased and hence, the results are tenable 
(Arellano and Bond, 1991). We have used the AR (1) and AR 
(2) tests for checking the serial correlation and Sargan test for 
verifying the validity of the instrument subsets.

4. Results and Discussion

4.1 Distribution of Credit Risk
We have used the column bar chart to see the distribution of 
the mean values of credit risk over the years for both public 
sector banks and private sector banks. We have also fitted the 
exponential trend line for better comparison. The results are 
shown in figure 1. A look into the figure reveals that there is a 
significant change of mean credit risk for both the bank groups 
over the years, specifically with respect to public sector banks. 
The mean value of CR for public sector banks is found to be 

very high during 1999-2000 to 2002-03. Then it has declined 
gradually up to 2008-09 and has increased thereafter. In case 
of private sector banks, the mean values of CR are found to 
be low throughout the study period as compared to the mean 
values of public sector banks. For private sector banks, the 
values of CR also show a declining trend up to 2008-09 and 
remained more or less constant thereafter. 

However, the mean values cannot provide the real picture of 
the distribution. For obtaining more clear distribution of the 
CR for both the bank groups, we have used the box plots. The 
results of box plots for selected years (with a gap of one year) 
are shown in figure 2 and figure 3 respectively for public sector 
and private sector banks. It is evident from figure 2 that there is 
significant change in the median values of CR over the periods. 
For instance, the median value of CR in 2004 is found to be 
considerably low as compared to that of in 2000. Further, the 
position of median within 1st and 3rd quartiles clearly indicates 
that the distribution of CR is not symmetric for almost all the 
years.  Similar results are found for private sector banks (fig. 3). 
The plots show significant change in median values specifically 
up to 2006 and the distribution of CR is skewed for almost all 
the years. The results of box plots for both the banks, thus, 
clearly demonstrate the dynamic nature of credit risk and justify 
the use of dynamic panel data model.  

CRit=γCRi,t-1+ROAitβ1+SIZEitβ2+CARitβ3+LPPitβ4+LRitβ5+ 

GGDPit β6+αi+ vit  …(Model 1)

yit= γyi,t-1+ x1
it β+ αi+ vit..(i);i=1,..,N(individuals)and t=1,…,T (time)
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4.2 Results of Dynamic Panel Data Model
 We have employed the model 1 for all banks during the study 
period as well as segregating the banks into public sector and 
private sector. Table 1 shows the results of model 1. The coefficient 
estimates of  is positive and significant for all banks and also 
separately for both public sector and private sector banks. This 
implies that CR of Indian banks has its past realization, i.e. lag 
impact, which influences current CR positively. This is very crucial 
for reducing the financial health of the banks. The estimated 
coefficient of ROA is negative and significant for all. The inverse 
association between CR and ROA indicates that both public 
sector and private sector banks can improve their profitability by 
reducing the level of NPAs. This is consistent with the theoretical 
view and the findings of Achou and Tengue (2007); Nawaz et 
al. (2012); Ruziqa (2013) and Noman et al. (2015). However, 
contradictory results are found regarding the impact of bank 
size (SIZE) on CR. While the association is found to be positive 
and significant for public sector banks, no significant association 
is observed in case of private sector banks as well as for the 
combined data. This implies that size has no significant impact 
on bank risk for the Indian commercial banks as a whole. But 
the significant and positive influence of SIZE on CR in case 
of Indian public sector banks reveals that large public sector 
banks have higher level of NPAs. The reason may be due to 
the responsibility of public sector banks to fulfil certain social 
obligations like lending in priority sector. This is, however, not 
true for Indian private sector banks and hence, size of bank is 
not a significant factor for credit risk. This is consistent with the 
findings of Lopez-Espinosa et al., (2013) and Weib et al. (2014). 

The coefficient estimate of CAR is negative and significant for the 
combined data and for the banks included in the public sector 
groups. But no significant association is found between CAR and 
CR for Indian private sector banks. The results indicate that the 
regulatory capital is an effective tool for reducing the bank risk 
in case of Indian public sector banks. However, bank capital fails 
to promote bank stability for Indian private sector banks. The 
results, thus, support both the views of the earlier researchers. 
On the other hand, the estimated coefficient of LPP is positive 
for all but not significant for private sector banks. The theory 
says that the higher the NPAs the more would be the provision 
for loan loss. Since it is evident from the movement of CR over 
the years that the level of CR was low for Indian private sector 
banks as compared to public sector banks, the insignificant 
association between CR and LPP in case of public sector banks 
justifies the same. Contradictory results are also found relating 
to the influence of LR on CR. While the association is found to 
be positive and significant for public sector banks, insignificant 
negative relationship is observed in case of private sector banks. 
The theory states that both LR and CR have a direct impact and 
jointly reduces the financial health of banks. The findings of 
this study in case of public sector banks support the outcome 
of earlier researchers (Nikomaram et al., 2013; Ejoh et al., 2014; 
Imbierowicz and Rauch, 2014). But the LR has no impact on CR 
for private sector banks may be due to lower level of CR. Finally, 
the influence of microeconomic variable i.e. growth in GDP has 
a significant negative impact on CR for both public sector and 
private sector banks. This implies that when economy is growing, 
income level of consumers also increases, which is turn increases 
the capacity of the borrowers to repay the loan timely. The results 
support the findings of Khemraj and Pasha (2009) and Messai 
and Jouini (2013). 

The test for AR (2) is insignificant for all cases. Thus, the null 
hypothesis i.e. there is no serial correlation, cannot be rejected. 
Similarly, the result of Sargan test is not significant. This indicates 
the validity of the instrument subsets. The observed results are, 
therefore, reliable.

Cont...
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Table 1: Results of Two Step GMM Dynamic Panel Data Model

Variables
All Banks Public Sector Banks Private Sector Banks

Coefficient Z stat. Coefficient Z stat. Coefficient Z stat.

Constant
CRt-1

ROA
SIZE
CAR
LPP
LR
GGDP

-0.005**
 0.457***
-0.672***
 0.017
 -0.029*
  0.292**
  0.001
 -0.003***

-2.093
5.575
-4.209
1.530
-1.890
2.003
0.855
6.314

-0.010***
 0.450***
-1.056***
  0.048***
  -0.056**
   0.497**
   0.001*
-0.002***

-5.633
4.245
-3.184
4.757
-2.159
2.202
1.841
-4.591

-0.001
0.521***
-0.452*
0.003
0.002
0.343
-0.001
-0.002***

-1.170
2.728
-1.668
0.651
0.118
1.099
-0.850
-2.730

Test for AR(1)
Test for AR(2)
Sargan Test
Wald Test

z = -1.995**
z = 0.512
36.671
336.908***

z = -1.655*
z = 0.216
18.081
258.811***

z = -1.814*
z = -0.294
11.250
181.946***

Notes: Dependent Variable: CR;    ***, **and * indicate significant at 1%, 5% and 10% level respectively.

Results during two sub-periods
Reserve Bank of India (RBI) in its mid-term review of Monetary 
and Credit Policy in October 1998 raised the minimum capital 
adequacy ratio (CAR) to 9 per cent as compared to the 
international standard of 8 per cent with effect from March 
2000.In February 2005, RBI issued the first draft guidelines 
on Basel II implementations in which an initial target date for 
Basel II compliance was set for March 2007 for all commercial 
banks. Again, in July 2013 The RBI has issued a circular2 relating 
to the implementation of Basel III proposal in Indian banking 
sector with in March, 2019. Keeping in view to the guidelines 
of RBI relating to the implementations of revised Basel I and 
Basel II norms, we have divided the study period into two 
sub-periods: period I from 2000-2007 and period II from 
2008-2014 to see whether there is any change in Indian banks 
regarding the influence of selected factors on bank risk. The 
period I is basically the revised Basel I period and period II is 
the Basel II period (last year of this study is also considered 
under Basel II). The results of model 1 relating to these two 
sub-periods are shown in table 2.

The coefficient of CRt-1is positive and significant during 
2000 -2007. This indicates the influence of the lag of CR. 
But insignificant association is found during 2008-2009. 

This implies that during this period there is no significant 
impact of the lag value of CR. Although, during 2012-2014 
the quantum of credit risk has shown an increasing trend for 
public sector banks, it was very low for private sector banks 
during this sub-period. This is a sign of improvement in the 
financial health of Indian banks during this period. ROA has 
a negative impact on CR for both the periods. Bank size is 
found to have positive and significant influence on bank risk 
during the Basel I period (2000-2007). But during the Basel II 
period the influence of bank size is insignificant. The impact 
of CAR is negative for both the sub-periods, but significant 
during 2000-2007 only. Similarly, the positive impact of LPP is 
significant during the revised Basel I period only. The estimated 
coefficient of LR is positive and significant during the first sub-
period. During the Basel II period no significant association is 
found between LR and CR. However, the impact of GGDP on 
credit risk is negative and significant for both the sub-periods. 
The results, thus, reveal that during the period 2000-2007 all 
the explanatory variables have significant impact on credit 
risk of Indian banks. But during the period 2008-2014 only 
ROA and GGDP are significantly associated with credit risk. 
The results of AR (2) and Sargan test advocate in favour of 
the reliability of the results.
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                      Table 2: Results of Two Step GMM Dynamic Panel Data Model

Variables
During 2000-2007 During 2008-2014

Coefficient Z stat. Coefficient Z stat.

Constant

CRt-1

ROA

SIZE

CAR

LPP

LR

GGDP

0.000

0.687***

-1.088***

0.015***

-0.113**

0.277**

0.005***

-0.002***

-0.264

7.950

-4.213

4.564

-2.140

2.315

22.857

-2.966

0.004

0.008

-0.812***

-0.015

-0.006

0.056

-0.006

-0.001***

1.609

0.053

-2.997

-1.395

-0.796

1.052

-0.347

-2.806

Test for AR(1)

Test for AR(2)

Sargan Test

Wald Test

z = -2.654***

z = 0.138

16.852

711.725***

z = -1.317

z = -1.231

20.665

84.866***
Notes: Dependent Variable: CR;    ***, **and * indicate significant at 1%, 5% and 10% level respectively.

5. Concluding Remarks

The present study empirically explores the factors influencing 
the credit risk of Indian commercial banks encompassing listed 
public sector and private sector banks. The movement of CR for 
public and private sector banks indicates a notable reduction 
in the CR over the years during 2000-2009. Interestingly, after 
2009 the CR of public sector banks has shown an increasing 
trend. In case of private sector banks it has increased slightly. 
The results of box plots reveal the significant changes of median 
values for both the bank groups. To address the dynamic nature 
of CR, we have employed the dynamic panel data model. But 
the results of regression model fails to reveal the reasons for 
the behaviour of the CR of Indian banks during the Basel II 
period as all the explanatory variables except two (ROA and 
GGDP) are insignificantly associated with CR. This need to be 
investigated further using some internal information. 

However, the results of model 1 for all banks during the study 
period indicate that lag impact of CR is positively associated 
with the current CR; ROA, CAR and GGDP are inversely 
associated with credit risk. Thus, the results support the 
hypotheses H1, H3, and H6. On the other hand, LPP is positively 
associated with CR and supports the hypothesis H5. Interestingly 
no significant association is found regarding the impact of 
SIZE and LR on credit risk. The results, thus, fail to support 

H2 and H4. In case of public sector banks the results support 
hypotheses H1, H3, H4, H5 and H6. On the other hand, for private 
sector banks only hypotheses H1 and H6 are supported by the 
results. Nevertheless, the lag impact of CR is positive for all 
the cases during the study period.

The findings of the present study would help decision makers 
in several ways. First, the average credit risk of Indian public 
sector banks is found to be higher as in comparison to private 
sector banks during the study period. There is, thus, an urgent 
need for Indian banks specifically for public sector banks to 
reduce the credit risk. The inverse association between CR 
and CAR implies that regulatory capital is an effective tool for 
Indian public sector banks to reduce risk. Second, the extant 
literature indicates that the liquidity risk and credit risk jointly 
contributes as a major cause of bank failure. The observed 
positive association between LR and CR for public sector 
banks demonstrates the need of enhancing bank liquidity by 
reducing the non-performing assets. Third, the increasing trend 
of credit risk in recent times is an alarming factor for Indian 
banks. Management of credit risk entails efficient management 
of lending activities from the loan origination phase to the 
servicing of accounts phase through proper identification of 
any possible threats and responding to them in a suitable way 
throughout the duration of the loan agreement. To perform all 
these activities efficiently, skilled human resources with high 
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degree of imaginative mind and professional experience are 
required. A study conducted by National Skill Development 
Corporation of India also argue in a similar vein that the key 
success factor for banks and financial institutions of India is the 
deployment of skilled human resources. Finally, the observed 
negative impact of profitability on credit risk indicates that a 
bank can improve the financial soundness by enhancing the 
quality of assets. This is possible by reducing the lag impact of 
credit risk, which in turn reduces the provision for loan loss and 
improves the productivity of bank resources. However, the study 
is limited to Indian banks only. Considering this limitation, the 
present study suggests further study on this aspect considering 
data from some emerging economies including India.   
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Introduction

The dividend refers to a part of the profit distributed by the 
company amongst the shareholders. Dividend decision is an 
important financing decision of a company. The company 
needs to decide the portion of the profits which are paid as 
dividend and portion which are ploughed back in the firm 
for future investment.So there is an inverse relationship 
between retains earning and payment of dividend. Hence 
it is very competitive and conflict for financial manger to 
decide the use of net earnings of the company.

Dividend policy determines the amount of the dividend 
and its effect on the firm value.Miller and Modigliani (1961) 
conclude the payment of dividends does not affect the 
value of the firm and it is irrelevant to firm value in perfect 
market situation. This theory is supported by the Lack 
and Scholes (1974), Miller and Scholes (1982) and Kaleem 
and Salahuddin (2006). Lintner (1956)says that dividend 
decision is depended up on the current earnings and past 
dividend.  Forecasted earnings, existing earnings and 
present dividend rate all have impact on the targeted ratios 
and it is relevant to firm value. This theory is supported by 
the Fama and Babiak (1968) studied in US firm, Bakeret al. 
(1985), Baker and Powell(1999),Bravet al.(2005), Naeem and 
Nasr, (2007), Ahmed and Javaid, (2009), Kanwer, (2002).
The company what ever decision will take that must be full 
fill the objective of the shareholders wealth maximisation. 
This objective guides to dividend payout policy and retain 
earnings for potential growth in the near future of the 
company. 
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Abstract

The study is attempted to find out factors determine the 
dividend announcement. For this purpose, mean analysis 
is used to identify the most and least factors. Primary 
data is taken in this analysis. Data is collected by using 
structured questionnaire from individual investors who 
are invested in equity market. Statistical tools such as 
exploratory factor analysis is used to reduce the number 
of factors and make the factors more meaning full, 
cluster analysis is used to segment the investors and 
discriminate analysis is used to check the validity of the 
segmentation of investors. The study finds that liquidity 
and solvency position are important determinants of 
dividend announcement. In addition to, factor analysis 
is segregated the nine statements into four meaningful 
factors such as profitability, liquidity management and 
environment. The study also finds that the investors are 
classified into three clusters such liquidity cluster, high 
positive cluster and management cluster and there is 
a significant difference among such clusters. Finally it 
concludes that liquidity cluster, high positive cluster and 
management cluster are correctly classified with 100 
percent, 96.6 percent and 83.6 percent respectively and 
overall classified by 96.6 percent.

Key Words

Dividend Announcement Decision, Segmentation of 
Investors, Validity of Segmentation

Factors Influencing the Dividend 
Announcement and Segmentation of 
Investors: From Investors Perspective
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There are many factors (internal and external) which are 
considered for deciding the dividend announcement. 
These factors are profitability and liquidity position, 
management effect and environmental factors etc.Many 
researcher carry out  the work on factors determine the 
dividend announcement  are; Pourheydari, O. (2009) 
explains stability of cash flow, the availability of profitable 
investment opportunities, and stability of Profitability are 
the most important determinants of a firm’s dividend 
policies. Baker and Powell (1999) includes 20 influencing 
factor on the dividend and suggest that the most of 
companies are considered factors such as the current 
position, expected future earning and continuity of the past 
dividend policy for deciding the dividend announcement.
Khan al.(2011) concludes the decision making process of 
Pakistan is similar to the USA and other developed market. 
He suggests that the past trend of dividend don’t influence 
the current dividend decision. Company consider only the 
current earnings and liquidity position while deciding the 
dividend.

Bhattacharyya, N. (2007) finds that there is a negative 
relationship between the dividend and managerial type 
(productivity).Kimie al. (2011),Ownership concentration is 
associated with significantly lower dividends in proportion 
to earnings as well as relative to book equity and there is 
established an endogenous relation between ownership 
concentration and dividend payout. Vishny (1986) explains 
that large shareholders have the incentives to monitor 
management and hence contribute to curb the extraction 
of private benefits, which are having the positive impact on 
firm value.Tobias al. (2011), Dividend relevant phenomenon 
to inflation and there is a positive effect on the dividend 
announcement. He suggested to the company should 
consider the inflation for dividend decision because it may 
helps to increase nominal value of company earnings.Soter 
al. (1996) proves that the changing economic environment 
has significant influence on dividend decision.Perrettial.  
(2013) concludes that firm size, growth opportunities, 
and the mix of earned and contributed capital partially 
explain the observed dividend policies for ADR firms. So 
this study carries out to identify the factors which influence 
the dividend announcement from the investor’s point of 
view and segment its investor’s opinion.  

Objective

l To find out  the least and most influencing factors of the 
dividend announcement

l To  segment the investors based on opinion about factors 
determined the dividend

l To check the validity of segmentation of investors opinion 
about factors determined the dividend

Research Methodology

This study is a descriptive in nature and primary data 
analysis. The primary data is collected from the individual 
investors who are invested in the equity shares. The 
structured questionnaire approved and recommended by 
financial export is used for data collection. The respondents 
are chosen on the basis of multistage random sampling 
method. Area of study is covered major cities in the state 
of Odisha (Bhubaneswar, Cuttack, Berhampur, Bhadrak, 
and Kendrapada) and sample size is 444 used for analysis. 
The statistical method such as frequency, mean, Factor 
analysis, cluster analysis and discriminate analysis are used 
to analyse the data. The factor analysis is used to reduce 
the number of factors and make the variable more meaning 
full by combining a set of variables into the construct. 
The cluster analysis is used to segment the investor’s 
perceptions about the factors determinate the dividend 
announcement. Initially two step cluster method was used 
to identify the natural number of cluster automatically in 
present data set.Based on number of clusters, k means 
method is used for segmentation. Discriminate analysis 
used to test the validity of investors segmentation. 

Analysis and Discussion

Mean Analysis is used to find out the most and least 
influencing factors of the dividend announcement. For 
this, nine statements are taken for the analysis and asked 
to individual investors to give their opinion in five point 
scale where 1 represent least influencing and 5 represent 
most influencing factor.  Mean value is given for all factors 
and also ranked it in the below table1. High mean value 
indicates higher level of influence and vice versa.
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Table 1: Mean analysis of Factors influencing the Dividend announcement

Factors Mean value Rank 

Liquidity position of the company 4.17 I

Solvency position of the company 4.02 II

Return on capital employed (ROCE) 3.77 VI

Return on equity (ROE) 3.78 V

Past history of dividend 3.87 IV

Management of company 3.97 III

Price earning (PE) of the company 3.44 VIII

Rate of Inflation prevailing in the country 3.35 IX

Expected retained earnings 3.52 VII

Table 1 show the mean analysis of factors influencing the 
dividend announcement, Mean value is highest for liquidity 
position of a company and followed by solvency position of 
a company while mean value is lowest for rate of inflation 
prevailing in the country and followed PE of the company 
and expected retained earnings. It can be conclude that 
the liquidity and solvency position of a company are most 
important determinant considered by the company while 
deciding the dividend announcement.

Factors Analysis 

Generally the factor analysis is used for two purposes either to 
reduce the number of factors or to indentify the theoretically 
meaningful dimension. Here the factor analysis is used to 
reduce the number of factors. So the Principle component 
method is more appropriated for extraction.  There are many 
criteria followed for deciding the number of factors such as 
latent root criteria (factors with Eigen value greater than 
1), a prior criterion (predetermined factors), percentage of 
variance, Scree test and heterogeneity of the respondents. 
Here prior criterion is followed for deciding the number of 
factors and Varimax is used for rotation because it gives 
clearest separation of the factors than the other rotation 
methods.

Table 2: KMO and Bartlett’s Test

Kaiser-Meyer-Olkin Measure of 
Sampling Adequacy. .680

Bartlett’s Test of 
Sphericity

Approx. Chi-Square 1.339E3

Df 36

Sig. .000

KMO measure of sampling adequacy is explained whether the 
present data is useful for the factor analysis or not.  If KMO 
value is higher than the 0.50 which indicates that present 
data can be used for the factor analysis. Above table 2 shows 
the KMO value is .680 which is higher than the 0.50. So 
the factor analysis can be run by using present set of data. 
Bartlett’s test of Sphericity is used to test the adequacy of 
correlation matrix. If the significant value is less than 0.05 
which means there is a significant relation among the variables. 
From the above table, the significant value of Bartlett’s test 
of Sphericity is lesser than 0.05. So it can be concluded that 
present data set are significantly correlated each other and 
fit for factor analysis.
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Table 3: Total Variance Explained by Factors

Factor Eigen 
value

% of Variance Cumulative %

1 3.345 37.168 37.168

2 1.517 16.860 54.028

3 1.011 11.228 65.256

4 .919 10.216 75.472

5 .711 7.895 83.367

6 .545 6.054 89.422

7 .473 5.251 94.672

8 .290 3.223 97.895

9 .189 2.105 100.000

Generally the number of factor is extracted based of the Eigen 
value criteria.  Eigen value of those variables is lesser than 1 
to be disregarded and Eigen value of those variables is greater 
than 1 to be considered for further analysis. If the Eigen value 
is greater than 1 which indicates that more common variance 
is explained by that particular factor than the unique variance. 
There are other methods which can also be used to decide on 
the number of factors, some of which may generally be more 
satisfactory than Eigen value criteria (Fabriger et al, 1999), 
(Wood, Tataryn & Gorsuch, 1996). Here, number of factors is 
extracted based on the requirement of the study.  

Table 3 shows the number of factors extracted and percentage 
of variance explained by the factors. Total variance explained 
by three factors whose Eigen value are greater than 1 is 
65. 256 percent but the researcher is taken four factors 
for making the study more realistic and meaning full with 
explain of 75.472 percent total variance. First factor explains 
37 percent of total variance while second, third and fourth 
factor explains with approximately 17 percent, 11 percent and 
10 percent respectively. The remaining five factors explains the 
approximately 25 of variance. Therefore it can be concluded 
that a model with four factors are sufficient to represent the 
nine statements which will determine the announcement of 
dividend of the company.    

Table 4: Rotated Component Matrix

Variable name 1 2 3 4 

Return on equity (ROE) .929

Return on capital 
employed (ROCE) 

.875

Expected retained 
earnings 

.585

Management of com-
pany 

.837

Past history of dividend .826

Rate of Inflation prevail-
ing in the country

.907

PE of the 
company 

.644

Liquidity position of the 
company 

.943

Solvency position of the 
company 

.474

The rotated component matrix presents the correlation 
between the variables and factor. The value of correlation 
coefficient of the variable is also called the factor loading. 
Variable with high factor loading indicates that particular 
variable is highly represented by the respective factor. Table 
4 reveals the four factors are extracted after varimax rotation 
of nine statements. First factor consist of three variables such 
as return on equity, return on capital employed and expected 
retained earnings. All these three statements are relating to 
the profitability of a company. So this factor can be called 
as profitability. Second factor consist of two variables such 
as management of the company and past history of dividend 
and these two variables are relevant to the management 
of a company. So it can be called as management factor. 
Third factor consist of two variables such as rate of Inflation 
prevailing in the country and PE of the company. These two 
variables are related to uncontrollable   macro factor of the 
company. So it is called as environmental factor. Fourth factor 
consist of two variables such as liquidity position and solvency 
position of the company. These two variables are indicated 
to the financial position of the company. Here based upon 
the factor loading the fourth factor’s name is given because 
liquidity position of the company is having high factor loading 
and highly represent the corresponding factor. So the fourth 
factor is called as liquidity.  
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Table 5: Frequency Analysis of Factors Influencing the Dividend

                    Scale

Factor

1-2.5 2.5-3.5 3.5-5

Frequency Percentage Frequency Percentage Frequency Percentage

Profitability 31 7.0 145 32.7 268 60.4

Management 22 5.0 118 26.6 304 68.5

Environmental 76 17.1 213 48.0 155 34.9

Liquidity 12 2.7 104 23.4 328 73.9

Table 5 shows the frequency and percentage of different 
factors. The Mean value of each factor is measured in three 
point scale for easy to interpret the factors. So, the mean 
range 1- 2.5 is treated as disagree, the mean range 2.5-3.5 
is treated as agree and the mean range 2.5-3.5 is treated as 
strongly agree.     

Profitability
Profitability is an important factor which influences the 
dividend announcement of a company. The company judge 
profitability parameters such as return on the equity capital, 
return on the capital employed and expected earning etc. while 
making the dividend decision. High profitability and growth 
company may follow the regular and consistency dividend 
policy. So it is most important consideration for deciding 
the dividend announcement. From frequency analysis table 
5, it shows that 60.5 percent investors are strongly agreed 
while 32.7 percent investors are moderately agreed that the 
profitability influences the dividend announcement of the 
company. Moreover 7.0 percent investors are disagreed that 
the profitability is not an important consideration while making 
dividend decision.  Thus it can be concluded that profitability 
is one of the important factor that influence the dividend 
announcement.  

Management 
Management is an important factor which influences the 
dividend announcement. A company can be treated as sound 
and healthy depends upon the good and effective management 
practices. Sound company only can earn a good return and it 
may fulfil the investor’s desire by distributing the surplus profit 
in the form of dividend. Above table 5 shows that 68.5 percent 
investors are strongly agreed while 26.6 percent investors are 

moderate agreed that management influence the dividend 
announcement. Furthermore 5 percent investors do not agree 
that management influences the dividend decision. Therefore 
it can be concluded that management is also important 
consideration for dividend announcement.   

Environment effect 
Environment is also another important factor which influences 
the dividend announcement. Environment factors such as 
change in PE ratio, inflation, market fluctuation and change 
in government policy  which may have direct and indirect 
affect on profit of the company so as to company could not 
fulfil the shareholders interest. From table five, it interprets 
the 48 percent investors are moderately agreed where as 34 
.9 percent are strongly agreed that environmental factors 
influences the dividend announcement. Besides the 17.1 
percent investors says that management is not as a factor to 
influence the dividend announcement and some other factors 
may influence the announcement. So it can be concluded 
that the management is having the moderated influence on 
dividend decision.   

Liquidity
Liquidity position of a company is a most important factor 
which influences decisions of the cash dividend. Though a 
company has sufficient profit to pay the dividend, it may not 
have the sufficient cash to pay dividend. So availability of 
cash and sound financial position are very essential for taking 
dividend decision. From table 5 indicates the 73.9 percent 
investors are strongly agreed while 23.4 percent are moderately 
agreed that liquidity position of a company which influence the 
dividend announcement. However only 2.7 percent investors 
are disagree that liquidity position of a company does not 
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affect the dividend announcement. Thus it can be concluded that the liquidity is having strongly influence on dividend decision.

Segmentation of Investors Opinion  

The cluster analysis is used to segment the cases similarities or dissimilarities (J.P. Verma 2013). Here the investor’s opinion 
can be segmented based on the factors influence on the dividend announcement using the cluster analysis.K-mean cluster 
is used for the analysis.

Table 6: Final Cluster Centres and ANOVA of different factors of dividend announcement

Factor
Cluster

F Sig.
1 2 3

Profitability 3.54 (II) 4.15(I) 2.28  (III) 229.270 .000

Management 3.28(III) 4.32 (I) 4.19 (II) 177.852 .000

Environmental Factors 2.97 (III) 3.89 (I) 2.65 (II) 139.634 .000

Liquidity Position 3.68 (II) 4.51(I) 3.64 (III) 111.752 .000

Average 3.37 4.22 3.19

Number of cases 165 224 55

Percentage 37.16 50.45 12.39

Table 6 shows the mean value of three clusters and their 
corresponding factors. Mean value is also ranked the each 
cluster in each factor.In the first cluster the mean value is 
highest for the liquidity position of the company. So this 
cluster can be called as liquidity cluster. It is noted that 37.16 
percent of investors say the liquidity position highly influences 
the dividend announcement. In second cluster,mean value of 
each factor is higher than other two clusters and mean value 
is also closed to each factor. So this cluster can be called as 
high positive cluster. This cluster indicates 50.45 percent 
investors are strongly agreed that all factors are highly positive 
influenced to the dividend announcement decision. 

In cluster three, mean value is highest for management and 
mean value is also far too each factor. So this cluster can be 
called as management cluster. This cluster clears the 12.39 
percent investors are strongly agreed that the management 
is a most important factors which influences the dividend 
announcement. Therefore it can be concluded that more than 
fifty percent investors strongly agree that all factors are having 

highly positive influence on the dividend announcement. 
Hence it can be concluded that all factors are important 
determinant considered by company.

Above table 5 also shows F value of each factor. F value 
indicates that there is existed a significant difference among 
the cluster with corresponding factors. The significant value 
of each factor is less than 0.05 which means that there is a 
significant difference among the cluster. So it can be concluded 
that all factor are sufficient and significantly contributed to 
each clusters such as liquidity, high positive and management.

Reliability Classification

Factors determined the dividend is classified into three 
clusters based on the investor’s responses. These three 
clusters areliquidity, high positive and management cluster. 
The discriminate analysis is used to test the reliability of 
segmentation and itsstability across the sample units. For 
this analysis, the factors such as profitability, Management, 
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Environment and liquidly position are taken as independent variables and threeclusters such as liquidity, high positive and 
management are taken as dependent variables or categorical variables. 

Table 7: Tests of Equality of Group Means of the different factors

Factor Wilks’ Lambda F df1 df2 Sig.

Profitability .490 229.270 2 441 .000

Management .554 177.852 2 441 .000

Environment .612 139.634 2 441 .000

Liquidity Position .664 111.752 2 441 .000

Table 7 shows the wilks’ Lambda, F statistics and its degree 
of freedom and significant value. Wilks’ Lambda is the ratio 
of within-groups sum of squares to the total sum of squares. 
Small value Wilks’ Lambda indicates greater discriminatory 
ability of the function. This means there is a strong group 
differences among mean values of the factors. From the 

above 7, the Wilks’ Lambda is very small for all factors and 
its ranges from .490 to .664. So, all factors are important for 
classification of cluster.  The F statistic is a ratio of between-
groups variability to within-groups variability.  The significant 
is less than 0.05 for all factors which means group mean 
differences are significant. 

Table 8: Eigenvalues

Function Eigen Value % of Variance Canonical
 Correlation Wilks’ Lambda Chi-square Sig.

1 1.912a 71.5 .810 .195 719.222 .000

2 .764a 28.5 .658 .567 249.404 .000

The Eigen value indicates the portion of variance explained. 
It is a ratio between-groups sum of squares to the within-
groupssum of squares. A large Eigen value is associated with 
a strong function and more of the variance in the dependent 
variables is explained by the function. Number of discriminate 
functions is depended on the number of clusters. Number of 
discriminate function is equal to g-1. Here g is the number 
of clusters. From the table 8, there have two functions.  
First function is having high Eigen value and greater than 1 
which means that the variability among the clusters is highly 
explained by the first function. The canonical correlation 
measures the association between two functions and four 
factors. The co-efficient of canonical correlation is high for 
both the functions. This indicates that there is an existed high 
correlation between two functions and the three factors.The 
value of Wilks’ Lambda is .195 for first function and is .567 
for second function while the Chi-square value is 719.222 
for first function and is 249.404 for second function. The 
significant value of the two functions is less than 0.05 which 
indicates that there is a group mean difference between the 

two functions.

Table 9: Structure Matrix

Factors Function

1 2

Profitability .643* -.572

Environmental Factors .575* -.013

Liquidity Position .509* .117

Management .462 .722*

*. Largest absolute correlation between each variable 
and any discriminate function

Structure matrix shows the correlation of each factor with each 
discriminate function. It is popularly used because it is more 
accurate than the standardised canonical discriminate function 
coefficients. Pearson correlation coefficient in structure matrix 
is called structure coefficient. It also called as discriminate 
loading.A Predictor variable with high discriminate loading 
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indicates that predicator variable is strongly associatedwith 
discriminate function. From the table 9, the discriminate 
loading is highest for profitability in first function and is 
also highest for management in second function which 
indicates these two variables are highly associated with 
their corresponding function. Moreover the variables 
marked asterisk indicates that these variables are largest 

associate with the function. Such Predictor variables are 
profitability, environment, Liquidity position in first function 
and Management is in second function. So two functions can 
be written in equation form  

Z1 = .643 * Profitability + .575 * Environment + .509 * Liquidity
Z2= .722 * Management

Figure 1: Group Centroids of Clusters of Dividend Determinants

The mean value of the discriminate score of each group is called group centroids. Cases with scores near to a centroid are 
predicted as belonging to that group. The above group centroids diagram 1 show all the three clusters are distinctive clusters 
having different group centroids and different mean values. The cluster members are aligned separately from other group 
members. This shows that there is no error of cluster classification. So it can be concluded that there is existed a strong 
variation among the three discriminate groups.

Table 10: Classification Result

Cluster Predicted Group Membership Total

Liquidity High positive Management

Original Count Liquidity 165 0 0 165

High positive 7 217 0 224

Management 7 2 46 55

% Liquidity 100.0 .0 .0 100.0

High positive 3.1 96.9 .0 100.0

Management 12.7 3.6 83.6 100.0

96.4% of original grouped cases correctly classified.
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Classification result is used to assess to how the cases are 
well classified into the groups.The classification table shows 
that rows are the observed categories of the dependent and 
the columns are the predicted categories. When prediction 
is perfect all cases will lie on the diagonal. The percentage 
of cases on the diagonal is the percentage of correct 
classifications.Table 10 shows the100 percent (165 cases) of 
liquidity cluster are correctly classified. In case of high positive 
cluster, 96.6 percent (217 cases) are correctly classified 
while only 3.1 percent (7 cases) are wrongly classified. So it 
is included into liquidity segment. In Management segment, 
83.6 percent (46 cases) are correctly classified while only 
16.3 percent (9 cases) are not classified. So it is included 
12.7 percent into liquidity and 3.6 percent into high positive 
segment. Therefore it can be concluded that the segmentation 
of investor’s opinion based on dividend determinants are 
correctly classified by 96.6 percent.

Implication of the Study

Following points are given below stating the usefulness of the 
research study for company, Policy maker and the investors.

For company and policy maker
1. The study may help to the company to take proper the 
dividend announcement decision based upon the performance 
parameter.

2. As an investors point of view it helps to the company to 
identify which parameters brings trust to the investors so 
that they will invest for future dividend. 

3. It helps to company to know the behaviour of market and 
reactionof the investors from prior to post announcement.

4. It helps to company to know the which segment of the 
investors agree that the factors are having the significant 
influence on dividend decision of the company and which 
segment of the investors are giving more importance to a 
particular factor while making the investment decision.

5. Based upon the investors perception the company may 
change their dividend policy 

For investors
1. It helps to the investors to compare the each performance 

parameter of a company with another company so as to 
take a good investment decision.

2. Investors can easy to analysis the behaviour of the market 
as well the stock price during the announcement of the 
event as a result to find the suitable investment.

3. Segmentation of the investors of the factors determined 
the dividend, the investors may compare how their 
perception is differs from others and how it is influence 
the dividend decision.  

Conclusion 

This research is dedicated to find out the factors determined 
the dividend announcement decision in the investor’s point of 
view. For this purpose, the mean and factor analysis are used. 
Other analysis such as cluster and discriminate analysis are 
also used to segment the investors and to check the validity 
of such segmentation. This study can be concluded that the 
liquidity and solvency position of the company are important 
factors considered by the company to decide the dividend 
announcement. In the factor analysis nine statements are 
used to extract the factors. The four factors such Profitability, 
Management, Environment and Liquidity are extracted based 
upon prior criteria with 75 percent of variance. From the factor 
analysis, it can be concluded that investors agree that the 
profitability, management and liquidity are strongly influenced 
to the dividend announcement and environment is moderate 
influenced to dividend announcement.

In cluster analysis the investors are segmented into three 
clusters such as liquidity cluster, high positive cluster and 
management cluster. It can be concluded that the 50.7 
percent of investors are strongly perceived that there is a 
strongly positive influenced of all factors on the dividend 
announcement decision. It is also concluded that there a 
significant difference among the cluster and all factors are 
contributed significantly for the segmentation. The discriminate 
analysis can be concluded that 100 percent of liquidity cluster, 
96.6 of high positive cluster and 83.6 percent of management 
cluster are correctly classified. Overall it is correctly classified 
by the 96.6 percent of the investors opinion based on the 
dividend determinates. Therefore this study would be strongly 
assist to corporate for supervising the security market and help 
to the investors to make the intelligent investment decision.
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has a defined investment objective and strategy. A mutual 
fund is the most suitable investment avenue for the retail 
investors as it offers an opportunity to invest in a diversified, 
professionally managed portfolio at a relatively low cost. 
The success of mutual fund products is essentially the result 
of the combined efforts of competent fund managers and 
alert investors. A competent fund manager analyse investor 
behaviour and understand their needs and expectations, to 
gear up the performance to meet investor requirements. To 
gain a better understanding of the relations among individual 
investors’ decision-making, the processes leading to these 
decisions and investment performance are taken in to 
consideration. 

2. Statement of Problems

Nowadays an increasing number of investors are relying 
on mutual funds as investment and retirement vehicles. 
At the retail level, investors are unique and are a highly 
heterogeneous group. Hence, designing a mutual fund 
product and expecting a good response will be futile. The 
latent heterogeneity among the investors in terms of their 
preferences and beliefs form the underlying drivers of their 
behaviour. Identification of the most influencing factors 
on investors’ behaviour affects the future policies and 
strategies of Asset Management Companies. It also helps 
the regulatory bodies to make the required legislations 
and the additional procedures needed in order to satisfy 
investors’ desires, and to give more support to market 
efficiency. In this context, the present study is very useful 
and relevant to examine the fund/scheme preferences of 
mutual fund investors, and to analyse the influence of 
investment objectives, and risk appetite of the investors 
on fund selection.

E. Sulaiman
Bail John Thomas

Abstract

 Financial market in India offers wide variety mutual fund 
products to the retail investors to satisfy their requirements, 
financial goals and risk tolerance level. It is very difficult 
to offer one type of fund to satisfy all the requirements 
of investors. Retail investors are heterogeneous in terms 
of their socio-economic/demographic profile, preferences, 
and beliefs. The mutual fund preference of investors mainly 
depends on the investment objectives, and risk appetite of 
the investors. It has been observed that wrong selection of 
mutual fund/schemes will not satisfy the requirements of 
the investors. The present study aims to analyse scheme/
fund preferences of mutual fund investors; and examine 
the relationship of fund/scheme preferences of the 
mutual fund investors with their investment objectives, 
and risk perception. The investigation has been done with 
the help of primary data collected from sample mutual 
fund investors. The study found that most of the mutual 
investors select funds/schemes without considering the 
investment objectives and risk appetite of the investors. 

Key Words

Mutual Fund Schemes, Fund Preference, Investment 
Objectives, Risk Perception

Fund Preference of Mutual Fund Investors

1. Introduction

A Mutual Fund is a trust that pools the savings of a number 
of investors who share a common financial goal. The 
investors buy units of a particular mutual fund scheme that 
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3. Data and Methodology

The study applies descriptive as well as an empirical 
research design based on the survey method. The survey 
data collected from 400 sample mutual fund investors in 
Kerala through a structured questionnaire. The qualitative 
variables were measured in five point likert-type scales. 
The risk perception of the investors has been measured in 
ten point Likert type scale and classified it in to the three 
groups viz., low risk group, moderate risk group, and high risk 
group. A pilot survey was conducted to assess the reliability 
and validity of the questionnaire. In order to ensure the 
convergent validity of the instruments, confirmatory factor 
analysis of each item in the scale is checked with the help 
of coefficient called Bentler-Bonett Fit Index. The universe 
of the study consists of individual investors (retail investors 
excluding high net worth individuals) of mutual fund 
products hailing from the state of Kerala. The survey was 
conducted during the year 2014. The sample size required 
for the study has been arrived on the basis of minimum 
required sample size table and power analysis. Accordingly 
400 sample mutual fund investors were selected for the 
intensive study. Simple random sampling was used for this 
purpose. Statistical Package for the Social Sciences is used 
to analyze the data.  The fund preferences of mutual fund 
investors with their investment objectives were analysed 
with the help of Friedman’s test. The dependence of fund/
scheme preferences of mutual fund investors with risk 
perception were tested with chi-square.  

4. Review of Literature

Over the past two decades, mutual funds have been the 
focal point of an increasing number of research studies 
being conducted in the field of finance. The basic issues of 
research focused by majority of these studies have been 
performance evaluation of mutual fund with regards to 
risk and return. Very few have discussed on mutual fund 
investors buying behaviour and their attitude in an Indian 
context on a qualitative data base. 

The study on investor response to suggested criteria for the 
selection of mutual funds examined the selection criteria an 
investor should use in an efficient market based on three 
factors- load charges, management expense ratios, portfolio 
turnover and brokerage ratios. The results indicated that all 

these factors appear to influence the net sales ratios (Walt, 
Woerheide, 1982). The study was conducted to identify the 
information sources influencing the buying decision, and the 
factors influencing the choice of a particular fund. The study 
reveals that Income Schemes and Open Ended Schemes 
are more preferred than Growth Schemes and Close Ended 
Schemes. Investors look for safety of Principal, Liquidity and 
Capital appreciation in the order of importance from the 
mutual fund investment. Newspapers and Magazines are 
the first source of information through which investors get 
to know about mutual fund Schemes; and investor service 
is a major differentiating factor in the selection of Mutual 
Fund Schemes (Madhusudhan, Jambodekar, V , 1996). 

Another study has been conducted to examine the related 
aspects of the fund selection behaviour of individual 
investors towards Mutual funds, in the city of Mumbai. 
(Kavitha, Ranganathan, 2001).  The mutual fund is a retail 
product designed to target small investors, salaried people 
and others who are intimidated by the mysteries of stock 
market but, nevertheless, like to reap the benefits of 
stock market investing. The investors look for safety first 
in MF products, followed by good returns, tax benefits, 
liquidity, and capital appreciation (Rajeswari, T.R, 2002). 
While making fund selection from a variety of information 
sources, the mutual fund investors pay a great deal of 
attention to past performance of funds and its overall fee 
structure (Ronald, Wilcox, T, 2003).  The investors look 
for safety first in mutual fund products followed by good 
returns, tax Benefits, liquidity and capital appreciation. 
The scheme selection decision is made by respondents on 
their own, and the other sources influencing their selection 
decision are news papers and magazines, brokers and 
agents, television, friend’s suggestions and direct mail 
(Nilamadhav, Samal, 2009). The  investors consider a wide 
range of information before purchasing mutual funds shares 
and that the share holders consult a variety of sources for 
mutual fund information before and after purchasing shares, 
the one being professional financial advisor (Sandra, West, 
& Victoria, Leonard, 2006).  

From the  review of literature, it can be observed that mutual 
fund as an investment vehicle is capturing the attention 
of  various segments of the society like academicians, 
industrialists, financial intermediaries and regulators for 
varied reasons, and deserves an in depth study regarding 
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the behaviour of its investors in an Indian perspective. The 
study on investors behaviour in mutual fund in relation 
to underlying behavioural principles, psychographics, risk 
tolerance and other investor related aspects to be studied 
further. The fundamental normative model of investment 
behaviour considers only the risk and return as the crucial 
variables affecting the investor’s buying behaviour. Thus, it 
is in this context the researcher has made a humble attempt 
to fill this lacuna.

5. Results and Discussions

The fund/scheme selection of mutual fund investors 
mainly influences the investments objectives, and risk 
tolerance level of the investors. Nowadays, different Asset 
Management Companies design and offer wide variety of 
tailor-made schemes/funds cater to the requirements of the 
investors. In order to select right fund/schemes from the 

market requires awareness and financial literacy from the 
part of the investors or financial advice from the expert.   
In this paper, the first part of the discussion is concerned 
with the fund preferences of the investors, and later part 
of the discussion dealt with the examination of relationship 
of fund preferences of the investors with their investment 
objectives and risk appetite.  

5.1.  Scheme and fund preferences of mutual fund 
investors
In order to assess the fund preferences of the mutual fund 
investors, various schemes/fund of mutual fund products 
opted for investment were classified and analysed on the 
basis of type of schemes (Table 1), and nature of portfolio 
(Table 2).  Indian financial market offers three types of 
mutual fund schemes to the investors such as open ended 
schemes, close ended schemes, and interval schemes. 

Table 1: Classification of the sample respondents on the basis types of mutual fund schemes (based on type of 
schemes) selected for investment

Sl. 
No Schemes

Opted for investment Not opted for investment

Total

Number of 
respondents Percentage Number of 

respondents Percentage

1 Open ended schemes 305 76.25 95 23.75 400

2 Close ended schemes 45 11.25 355 88.75 400

3 Interval schemes 25 6.25 375 93.75 400

Source: Survey data

The classification of sample respondents on the basis of maturity period of mutual fund schemes indicates that majority of 
sample respondents (76.25percent) have opted open ended schemes. But in the case of close ended schemes, the percentage 
share in this respect is only 11.25.  Similarly,   only 6.25 percent of respondents have opted interval schemes. Open-ended 
schemes are more attractive to the investors when compared to other type of schemes.   Under this scheme, the investors 
are free to buy and sell any number of units at any point of time. The main objective of this type of fund is to get regular 
income/dividends. 
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Table 2: Classification of the sample respondents on the basis of types of mutual fund schemes (based on 
the nature of portfolio) selected for investment

Sl. No Type of Funds/
portfolio

Opted for investment Not opted for investment

Total

Number of 
respondents Percentage Number of 

respondents Percentage

1 Growth fund 296 74 104 26 400

2 Income fund 42 10.50 358 89.5 400

3 Balanced fund 40 10 360 90 400

4 Tax saving schemes 91 22.75 309 77.25 400

5 Money market funds 27 6.75 373 93.25 400

6 Sectoral based funds 25 6.25 375 93.75 400

7 Index Funds 23 5.75 377 94.25 400

8 Exchange traded 
funds 65 16.25 335 83.75 400

9 Capital protection 
schemes 24 6 376 94 400

10 Fund of funds 11 2.75 389 97.25 400

Source: Survey data

The study on the pattern of fund preference of mutual fund 
investors on the basis of nature of portfolio indicates that 
majority (74 percent) of the respondents opted for growth 
fund, where as, the percentage share of other types of funds 
in this category is comparatively very low. The percentage 
of the respondents opted income fund is only 10.5, and the 
percentage share of balanced fund is only 10. However, the 
percentage of the respondents opted for tax saving schemes is 
22.75, and exchange traded fund is 16.25. But, the percentage 
share of the respondents opted money market fund, sectoral 
funds, index funds, capital protection schemes, and fund 

of funds are below 10 percent.  The growth oriented funds 
aim at meeting the investors’ need for capital appreciation 
by investing the funds predominantly on equities with high 
growth potential. 

5.2. Influence of fund preference on investment objec-
tives, and risk perception
In this section, the researcher has made an attempt to 
associate the fund preference of the investors with their 
investment objectives, and risk perception.  The hypothesis 
formulated to test the influence fund preference on investment 
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objectives were H01, H02, and H03.

Hypothesis (H01): There is no significant association between the rankings of investment objectives of the mutual fund 
investors, and their fund preferences based on the type of schemes. 

In order to study the influence of investment objectives of mutual fund investors on fund preferences based on type of 
schemes, Friedman’s test has been deployed (Tables 03 & 04) . 

Table 03:  Ranking of investment objectives of sample respondents across their scheme-wise preferences 
based on maturity

Objectives of Investors
Open ended schemes Close ended schemes Interval schemes

Mean Rank Mean Rank Mean Rank

Return 5.18 1 5.02 1 4.56 2

Liquidity 3.07 4 3.31 3 3.29 3

Safety 4.41 2 4.96 2 5.40 1

Tax benefits 2.15 6 3.09 4 2.87 6

Capital appreciation 3.65 3 2.33 5 2.88 5

Provision for Contingencies 2.59 5 2.22 6 2.99 4

Source: Survey data

Table 04:  Equal variance test between investment objectives and scheme-wise (maturity) preferences 
of sample respondents

‘F’ value Table value Degrees of freedom P value Results

0.333 5.991 2 0.956* *Not significant at 05% level

Source: Survey data
It has been observed that return and safety of the investment 
have got more or less same rank i.e. first two ranks among the 
investors in respect of open-ended, close ended, and interval 
schemes. Equal variance test shows that the calculated 
value of ‘F’ (0.333) with 02 degrees of freedom is less than 
the tabulated value of chi-square (5.991) at 05 percent level 
of significance. So, the null hypothesis (H01) was rejected, 
and concluded that the fund preference (based on type 
of schemes) of mutual fund investors does not have any 

influence on their investment objectives.
Hypothesis (H02): There is no significant association 
between the ranking of investment objectives of the mutual 
fund investors, and their fund preferences based on the 
nature of portfolio.

In order to test the hypothesis, Friedman’s test has been 
employed to check the association between the investment 
objectives of mutual fund investors, and their fund 
preferences based on nature of portfolio (Tables 05 & 06)  



ESEARCH BULLETIN

Volume : 42 - I April 2016 112

Table 05:   Ranking of investment objectives of sample respondents across their fund-wise preferences based on 
the nature of portfolio

 Type of Funds
Investment objectives

Return Liquidity Safety Tax benefit Capital 
appreciation

Provision for 
contingencies

Growth 
fund

Mean 5.28 2.99 4.42 2.18 3.59 2.66

Rank 1 4 2 6 3 5

Income 
fund

Mean 5.29 2.93 4.43 2.10 4.19 2.26

Rank 1 4 2 6 3 5

Balanced 
fund

Mean 4.73 3.88 4.43 2.25 3.10 2.55

Rank 1 3 2 6 4 5

Tax saving 
schemes

Mean 4.89 2.91 3.92 3.11 3.49 2.93

Rank 1 6 2 4 3 5

Money 
market 
funds

Mean 4.48 3.85 4.67 1.94 3.33 2.82

Rank 2 3 1 6 4 5

Sectoral 
based 
funds

Mean 4.81 3.19 4.31 2.06 3.56 3.06

Rank 1 4 2 6 3 5

Index funds
Mean 5.47 3.47 4.12 2.12 3.76 2.06

Rank 1 4 2 5 3 6

Exchange 
traded 
funds

Mean 5.11 2.88 5.17 2.49 3.77 2.63

Rank 2 4 1 6 3 5

Capital 
protection 
schemes

Mean 4.98 3.11 4.64 2.56 3.07 2.73

Rank 1 3 2 6 4 5

Fund of 
funds

Mean 5.71 1.71 5.00 3.43 3.86 1.29

Rank 1 5 2 4 3 6

Source: Survey data
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Table 06: Equal variance test between investment objectives and fund-wise preferences of sample respondents

‘F’ value Table value Degrees of 
freedom P value Results

2.182 16.919 9 0.988* *Not significant at 05 % level

Source: Survey data

The analysis shows that among the different funds based on 
the nature of portfolio, more or less same ranking has been 
given by investors i.e. return, and safety of their investment 
were major investment objectives( first two ranks) across 
different types of funds. Friedman’s test reveals that the 
calculated value of ‘F’ (2.182) is less than the table value 
of chi-square (16.919) with nine degrees of freedom at 05 
percent level of significance. Therefore, the null hypothesis 
(H02) was accepted; and concluded that there is no significant 
influence of investment objectives of mutual fund investors, 
and their fund preferences based on the nature of portfolio.
The testing of both hypothesis (H01 & H02) related with 
scheme/fund preferences and investment objectives reveals 
that no significant association between the ranking of 
investment objectives of mutual fund investors, and their 
scheme/fund selection. Therefore, it is inferred that the 
mutual fund investors does not consider their investment 
objectives while selecting different types of fund/schemes. 

This practice followed by the investors is not a scientific 
method of investing money in mutual fund. 

Hypothesis (H03): There is no significant association 
between the ranking of investment objectives of the 
mutual fund investors, and their risk perception 

The study has made an attempt to associate the scheme/
fund preferences of mutual fund investors with their level 
of risk perception (Table 07). The risk perception of the 
investors have been classified in to three group such as 
low level, moderate level, and high level. Due to the lack 
of availability of sufficient number of respondents opted 
for certain schemes, the analysis has been restricted to 
selected funds such as Open ended schemes, Close ended 
schemes, Growth fund, Income fund, Balanced fund, Tax 
saving schemes, and Exchange traded fund. Chi-square 
test has been employed to test the hypothesis (Table 08).

Table 07: Associations between fund/scheme preferences of mutual fund investors and their risk perception

Type of funds Levels of risk
Whether opted for investment

Total
Yes No

Open ended 
schemes

Low
Count 13 17 30

% within the 
group 43.3% 56.7% 100.0%

Moderate
Count 163 51 214

% within the 
group 76.2% 23.8% 100.0%

High
Count 129 27 156

% within the  
group 82.7% 17.3% 100.0%

                     Total
Count 305 95 400

% within the 
group 76.2% 23.8% 100%

Cont...
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Type of funds Levels of risk
Whether opted for investment

Total
Yes No

Close ended 
schemes

Low
Count 6 24 30

% within the 
group 20.0% 80.0% 100.0%

Moderate
Count 21 193 214

% within the 
group 9.8% 90.2% 100.0%

High
Count 18 138 156

% within the 
group 11.5% 88.5% 100.0%

                     Total
Count 45 355 400

% within the 
group 11.2% 88.8% 100%

Growth fund

Low
Count 16 14 30

% within the 
group 53.3% 46.7% 100.0%

Moderate
Count 148 66 214

% within Risk 
MF group 69.2% 30.8% 100.0%

High
Count 132 24 156

% within the 
group 84.6% 15.4% 100.0%

                     Total
Count 296 104 400

% within the 
group 74.0% 26.0% 100%

Income fund

Low
Count 6 24 30

% within the 
group 20% 80% 100.0%

Moderate
Count 27 187 214

% within the 
group 13.5% 85.9% 100.0%

High
Count 9 147 156

% within the 
group 5.8% 94.2% 100.0%

                   Total
Count 42 358 400

% within the 
group 10.5% 89.5% 100%

Cont...
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Type of funds Levels of risk
Whether opted for investment

Total
Yes No

Balanced fund

Low
Count 6 24 30

% within the 
group 20.0% 80.0% 100.0%

Moderate
Count 23 191 214

% within the 
group 10.7% 89.3% 100.0%

High
Count 11 145 156

% within the 
group 7.1% 92.9% 100.0%

                     Total
Count 40 360 400

% within the 
group 10.0% 90.0% 100%

Tax saving 
schemes

Low
Count 6 24 30

% within the group 20.0% 80.0% 100.0%

Moderate
Count 51 163 214

% within the group 23.8% 76.2% 100.0%

High
Count 34 122 156

% within the group 21.8% 78.2% 100.0%

                    Total
Count 91 309 400

% within the group 22.8% 77.2% 100%

Exchange traded 
funds

Low
Count 7 23 30

% within the group 23.3% 76.7% 100.0%

Moderate
Count 31 183 214

% within the group 14.5% 85.5% 100.0%

High
Count 27 129 156

% within the group 17.3% 82.7% 100.0%

Total
Count 65 335 400

% within the group 16.2% 83.8% 100%

Source: Survey data
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Table 08: Chi-square tests for dependence of scheme fund preferences of mutual fund investors and their 
risk perception

Schemes/Funds Calculated value of 
chi- square

Table 
value

Degrees of 
freedom P value Results

Open ended schemes 19.621 5.991 2 0.000* *Significant at 05% level
Close ended schemes 1.405 5.991 2 0.843 Not significant

Growth fund 24.512 5.991 2 0.000* *Significant at 05% level
Income fund 7.344 5.991 2 0.025* *Significant at 05% level

Balanced fund 7.528 5.991 2 0.023* *Significant at 05% level
Tax saving schemes 0.263 5.991 2 0.877 Not significant

Exchange traded fund 3.499 5.991 2 0.174 Not significant
Source: Survey data

The Table 07 depicts that out of 305 mutual fund investors 
who have opted open ended schemes, 163 investors fall under 
moderate level of risk group. The chi-square test reveals that 
the calculated value (19.621) is more than the tabulated 
value (5.991) at two degrees of freedom with five percent 
level of significance, and it falls in the critical region. So, the 
null hypothesis was rejected; and concluded that there is 
significant association between preference for open ended 
schemes and risk perception of the investors. Open-ended 
schemes are preferred by the investors having moderate level 
of risk tolerance, and assure regular income to the investors 
from short-term perspective. 

In the case of close ended schemes, out of 400 sample 
respondents 355 investors have not opted for the scheme. 
Within this group, 193 investors belong to moderate level of 
risk group. The statistical test shows that the calculated value 
of chi- square (1.405) is less than the tabled value (5.991), and 
therefore, the null hypothesis was accepted.  It is concluded 
that there is no significant association between preference for 
close ended schemes and risk perception of the investors. It 
indicates that among the investors who opted for close ended 
schemes, the risk appetites of the investors were not considered 
for selection of the fund. The main objective of this fund is to 
get capital appreciation on long-term perspective with high 
risk. But, the study indicates that the selection of fund was 
done not based on the risk tolerance level of the investors. It 
is not good practice followed by the investors to invest fund 
in this category. 

The analysis of growth fund reveals that out of 296 investors 
opted  for growth fund schemes 148 investors have moderate 
level of risk perception, and 132 investors belongs to high level 

of risk perception. The chi-square test shows that the calculated 
value (24.512) is greater than the tabulated value (5.991) at two 
degrees of freedom with five percent level of significance, and 
it falls in the critical region. Therefore, the null hypothesis was 
rejected; and concluded that there is significant association 
between preference for growth fund and risk perception of the 
investors. The study indicates the fund selection in this category 
is appropriate to the risk level of the investors.

Out of 400 sample respondents surveyed, 42 investors have 
opted for income fund scheme; and among these respondents 
27 investors belongs to moderate level of risk group. The 
calculated value of the chi- square (7.344) is greater than 
the tabled value (5.991) at two degrees of freedom with five 
percent level of significance, and it falls in the critical region. 
Thus, the null hypothesis was rejected; and inferred that 
there is significant association between preference for income 
fund schemes and risk perception of the investors. Here the 
fund preference has been done in accordance with the risk 
perception of the investors.

In the case of balanced fund, out of 400 sample respondents 40 
investors have opted balanced fund, among these 23 investors 
fall under moderate level of risk group, and 11 investors belong 
to high level risk group. The statistical test shows that the chi-
square value (7.528) is greater than the tabled value at two 
degrees of freedom with five percent level of significance, and 
it falls in the critical region. Therefore, the null hypothesis was 
rejected; and concluded that there is significant association 
between preference for balanced fund schemes and risk 
perception of the investors. It also indicates the fund selection 
has been engaged in accordance with the risk perception of 
the investors.
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Out of 400 sample respondents surveyed, 91 investors have 
opted for the tax saving scheme, among these 51 investors 
belongs to moderate level risk group and 34 investors 
represented by high level risk group. Here the chi-square value 
(0.263) is less than the tabled value (5.991). Therefore, the null 
hypothesis has been accepted; and it is concluded that there 
is no significant association between preference for tax saving 
schemes and risk perception of the investors. 

In the case of exchange traded funds, out of 400 sample 
respondents, 65 investors have  opted for the fund, among 
these 31 investors come under moderate level of risk perception, 
and 27 investors belongs to high level of risk perception. The 
statistical test shows that that the calculated value of chi- 
square (3.499) is less than the tabled value (5.991). Therefore, 
the null hypothesis has been accepted; and concluded that 
there is no significant association between preference for 
exchange traded funds and risk perception of the investors.

The results of association test between risk perception of 
mutual fund investors and their scheme/fund preferences 
indicates that risk perception of investors depends on fund 
preferences of the investors in respect of open ended schemes, 
growth fund, income fund, and balanced fund. However, 
the risk perception of investors does not depend on fund 
preferences of the investors in respect of close ended schemes, 
tax saving schemes, and exchange traded funds.

Conclusions and Implications

The present study has made an attempt to understand the 
fund preferences of mutual fund investors; and to examine 
the influence of investment objectives and risk appetite of the 
investors on the selection of different mutual fund schemes.  
Financial planning in the area of personal finance suggests 
that while taking investment decision, investment objectives 
and risk tolerance level of investors to be considered. The 
portfolio selected for the investment should match with the 
financial goals and risk perception of the investors.  Mutual 
fund products are tailor-made products designed to cater to 
the different requirements of the investors. The fund selection 
by the investors is to done in accordance with the investment 
objectives, and risk appetitive of the investors.

The study found that majority of the mutual fund investors 
preferred growth/equity fund, and opted for open-ended 

schemes. The fund/scheme preferences of mutual fund 
investors were not influenced by the investment objectives. 
This is due to lack of financial literacy among the investors, 
and mis-selling on the part of intermediaries.  However, the 
risk perception of the investors have an influence on the fund/
scheme preferences in respect of open end schemes, growth 
fund, income fund and balanced fund. Apart from these funds, 
the fund selection has not been done in accordance with the 
risk tolerance level of the investors. The study provide key 
information inputs regarding investors’ fund/scheme selection 
behaviour, that will guide future mutual fund product managers 
in designing  and marketing right mutual fund products for 
the right investors. It also highlights the necessity to create 
awareness, financial advice, and financial literacy among 
the individual investors to select right type of mutual fund 
products.
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and development of an economy. Change in interest rate 
will affect the value of investment, cost of borrowing, cost 
of raising money from the securities market, value of the 
company, etc. therefore with the primary objective to hedge 
the interest rate risk, interest rate future were introduced like 
other financial derivatives. It is nothing but a future contract 
with the underlying an interest bearing instrument, which 
will be bought and sold on a predetermined future date, at 
a predetermined price and is also traded on the exchange 
platform.Mostly, the underlying in the interest rate future 
contracts are liquid treasury securities of different maturities.

Investors use interest rate derivative to hedge against interest 
rate risk. Among all derivative instruments, Interest Rate 
Futures (IRF) is the most popular derivative products available 
in the market across globe. Chicago Mercantile Exchange 
(CME) is the first exchange introduced IRF in the year 19811. 
This particular product has gained interest in developed 
markets. The total turnover of IRF of all world exchanges 
is $4,576 billion under which North American exchanges, 
European exchanges, Asia/ pacific exchanges and other 
exchanges turnover is $3,175 billion (69%), $1135 billion (25%), 
$199 billion (4%) and $67 billion (2%) respectively (See Figure-1 
& Figure- 2).But as a developing and emerging country like 
India, it is struggling since 2003. IRF has failed in the year 
2003 and 2009. But in the third time as it is introduced in 
the year 2014 (MCX-SX introduced on 20th January 2014, 
NSE on 21st January 2014 and BSE on 28th January 2014), 
the volume in the NSE is high among all the three exchanges 
(Panda and Thiripalraju, 2015). A lot of debate arises among 
researchers, policy makers and market participants on whether 
future market leads cash market or cash leads futures market? 
Although several studies exists based on equity/commodity/
index cash and futures market, there are no more studies 
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the interest rate cash and futures market in India. We use 
daily data of volumes, weighted average price, weighted 
average yield to represent cash market and number of 
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exists considering interest rate cash and futures especially 
in respect to India.  Considering commodity cash and 
futures market, studies find that futures market leads cash 
market {Oellermann & Farris (1985), Oellermannet al. (1989), 
Chaihetphon and Pavabutr (2010), Kumar and Arora (2011) & 
AroraandKumar (2013)}. In case of equity cash and futures 
market, studies also find futures market leads cash market 
{Chan (1992), Raju and Karande (2003),Gupta and Singh 
(2007) &Gupta and Singh (2009)}. Hence this study takes 
an attempt further to examine the spill-over’s effect between 
interest rate cash and futures market in India.

Fig 1: Notional Amount Turnover (USD Millions) of Interest 
Rate Derivative Contracts from Jan, 1993 to Sep, 2015.

Source: Bank for International Settlement (BIS)

Fig 2: Notional Amount Outstanding (OI) (USD Millions) of 
Interest Rate Derivative contracts of All Exchanges from 
March, 1993 to Sep, 2015.

Source: Bank for International Settlement (BIS).

Table-1: IRF Volume in Indian Scenario (NSE)

Sl. No. Period Name of the 
Underlying

Future Market 
Value as a % 

of Cash Market 
Volume

1 21/01/14 to 
30/10/14

883GS2023 5.46%

2 04/08/14 
to 31/12/15

840GS2024 13.88%

3 29/05/15 
to 31/12/15

772GS2025 14.73%

4 31/07/15 to 
31/12/15

827GS2020 1.14%

5 31/07/15 to 
31/12/15

788GS2030 3.57%

Source: Authors estimation/ CCIL/NSE

Table-1, presents IRF volume in Indian Scenario. During the 
period of our observation IRF contracts were mostly on these 
treasury securities 883GS 2023, 840GS2024, 772GS2025, 
827GS2020 & 788GS2030. The trading volumes are mostly 
concentrated towards 10 year maturity horizon.

2. Review of Literature: 

Studies based on interest rate futures are mostly on developed 
markets may be due to highest market share. The following 
are some literature on interest rate futures:

In a study, Poon et al. (1998) findssuspension of trading 
in Shanghai Treasury bond futures has a positive impact 
on the market liquidity of both A and B shares traded on 
both Shanghai and Shenzhen Stock Exchanges. Brewer et 
al. (2000) finds a positive relationship between the use of 
interest rate derivatives by banks and the growth in bank 
lending’s (Commercial and industrial loans). Kuttner (2000) 
finds a strong relationship between surprise policy actions and 
market interest rates, but response to anticipated actions are 
small. Further, the response to surprise actions at the short 
end of the yield curve suggests that many of these surprises 
have more to do with timing of rate changes than with the 
level of rates and surprise target rate changes have virtually no 
effects on expectations of future Fed actions. Choi &Finnerty 
(2006) shows the market trading on the announcement day 
of Federal Open Market Committee (FOMC) is different from 
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the market trading on a non-announcement for both the 
Eurodollar and T-Note futures market. The difference in 
autocorrelation structure exists at both markets, but the price 
level difference is not noticeable at T-Note market. There is 
strong correlation among the interest rates of T-Bonds and the 
federal funds rate. Further, despite of all the considerations, 
the difference in the maturity seems to have an effect on 
the magnitude of the FOMC impact. Zhou (2007) shows 
strong evidence that the movement of Eurodollar rates and 
the federal funds rate appears to be related to the way the 
Fed targets the funds rate. The study uses co-integration 
and vector error correction mechanism. The study finds that 
Fed may affect the market interest rates through a policy of 
changing the federal funds rate target by a fixed amount for 
the foreseeable future. Hyde (2007) finds in all four major 
European economies: France, Germany, Italy and the UK the 
industries are significantly exposed to both market risk and 
exchange rate risk. However, the sensitivity of stock returns 
at the industry level to interest rate risk was observed mainly 
in Germany and France. Purnanandam (2007) finds banks 
which usages derivatives for interest rate risk management 
are more comfortable during the events of external shocks. 
Usage of derivatives helps the banks to hedge their interest 
rate risk and also provides smooth cash flow to the bank 
and are unaffected in terms of their lending volume due to 
change in policy rates.Debasish (2009) finds no significant 
volatility Spill-over’s from futures to spot market on NSE 
Nifty by using GARCH time series techniques. Park and Choi 
(2011) finds interest rate sensitivity of US property/liability 
insurer stock returns is time varying and is closely related 
to the underwriting cycle or performance of the insurance 
industry. The period of study was from 1992 and 2001. In 
Indian case Panda and Thiripalraju (2015) evaluates the 
rise and fall of interest rate futures (IRF) in Indian derivative 
market presenting three different cases like 2003, 2009 and 
2014. The study uses the trend analysis of 2014 IRFs for three 
different exchanges like BSE, NSE and MCX-SX. The study finds 
NSE IRFs volume is higher in the Indian derivative market. 

Based on the above literature, we find most of the research on 
interest rate derivatives have been done in developed markets. 
But as per our knowledge, in case of emerging markets like 
India the study on IRF are a few.As in India IRF failed two times 
and this is the third time (from 2014 onwards), the IRF market 
is growing, we find only one study Panda and Thiripalraju 
(2015) consider 2014 data. But they have not examined the 

inter-linkages between Interest rate cash and futures market.
This study empirically examines the spill-over between interest 
rate cash and futures market in respect to India.

3. Data Sources and Methodology

Data Sources:
For our analysis we have considered the most liquid treasury 
security in the 10 year maturity horizon i.e. 840 GS 2024. 
All futures market data are sourced from National Stock 
Exchange (NSE) and all cash market data are obtained from 
Clearing Corporation of India Ltd. (CCIL). The period of our 
study covers form- 4th August 2014 to 31stDecember 2015 
with total number of 337 daily observations (trading days). 
We considered four variables from the futures market such 
as daily settlement price, number of contracts traded, value 
of contracts traded and open interest and three variables 
from the cash market such as weighted average price, volume 
and weighted average yield for our analysis. The detailed of 
variables used and their codes are presented in Table- 2.

Table-2: Codes used in this study

Futures 
MarketVari-
ables

rsp Natural log return of daily 
settlement price 

rcon Natural log Return of number 
of contracts traded on daily 
basis

rval Natural log Return on total 
value of contracts traded on 
daily basis

roi Natural log return of total open 
interest on daily basis

Cash 
Market 
Variables

rwap Natural log return of daily 
weighted average price

rvol Natural log return on total daily 
volume

rway Natural log return on daily 
weighted average yield

For futures market, we considered the daily settlement price 
of the near month contracts as those contracts are more 
liquid and active. The number of contracts traded, value of 
contracts traded and open interest are the gross value on daily 
basis. Each contract consists of 2000 units of the underlying 
security.
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Methodology: 
To normalize the data, all data series were converted to natural 
logarithm by formula –ln(Pt/Pt-1)*100

Where -

Pt represents settlement price/ contracts traded/total value 
of contracts traded/open interest/ weighted average price/ 
total volume/weighted average yield, etc. on the same day.

Pt-1 represents settlement price/ contracts traded/total value 
of contracts traded/open interest/ weighted average price/ 
total volume/weighted average yield, etc. on the previous day.

We proceed further by representing descriptive statistics of 
the variables and checked the stationarity by Augmented 
Dickey Fuller Test (ADF) of Dickey and Fuller (1979), Philips 
and Perron test of Philips and Perron (1988) and Kwiatkowski-
Phillips-Schmidt-Shin (KPSS) test of Kwiatkowski-Phillips-
Schmidt-Shin (1992).

To check the relationship among variables, we present 
correlation matrix among variables. Subsequently, we run 
ordinary least square with the variables by considering 
different dependent and independent variables. The equations 
are as under:
rwap=a0+β1rvol+β2rcon+β3roi+β4rsp+
β5 rway+εi………………….(i)

rway=a0+β1rvol+β2rcon+β3roi+β4rsp+
β5 rwap+εi………………….(ii)

rsp=a0+β1rwap+β2rcon+β3roi+β4rvol+

β5 rway+εi………………….(iii)

rcon=a0+β1rwap+β2sp+β3roi+β4rvol
+β5 rway+εi………………….(iv)

Further we checked VAR lag length criteria and we find most 
of the criteria are satisfied with 4th lag order. After lag order 
selection we applied Granger Causality test of Granger (1969, 
1980) to know about the cause and effect relationship among 
variables.

The Granger causality test checks the causality between two 
variables. If there are two variables say X and Y then the 
causality result between these two variables may come in 4 
possible cases. That are-

a. Unidirectional causality: X granger cause Y

b. Unidirectional causality: Y granger cause X

c. Bidirectional causality: if causality exists from X to Y and 
Y to X 

d. No Granger Causality: No causality exists from either X 
to Y or Y to X

To test causal relations between two stationary series Xt and 
Yt (in bi-variate case) can be based on the following two 
equations:

Here        and       denotes respective variables. The disturbance 

term εt and γt  are assumed to be un-correlated. 

Finally, we run Volatility spill-over’s effect among the variables 
like- rsp & rwap; rsp & rway; and rval & rvol by AR (1) MA 
(1)-GARCH (1,1) spill-over’s model. The respective equations 
are given below:

We run AR (1) MA (1) for variables of cash markets (rwap, 
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rway & rvol) and futures market (rsp & rval). In each run, 
we capture residual of the particular equation and square it. 
Further we employ the squared residual in other variable’s 
variance equation of GARCH model of Bolleserve (1986) to 
capture the spill-over’s effect between the variables. The 
GARCH (1, 1) spill-over’s model in each case are given below:

Here-

α1>0, β1>=0, β2>=0

ht = the conditional variances of both futures market and cash 
market respectively. It is function of mean a1.

The news about volatility from the previous period is measured 
as the lag of the squared residual from the mean equation 
(εt-1

2), previous periods forecast variance (ht-1) and the squared 
residual of futures market and cash market respectively in 

both the above equations.

4. Empirical Results

We first present descriptive statistics in Table-3 to know 
the nature of data series under consideration. Descriptive 
statistics describes the nature of data in quantitative terms. 
Mean is the average of a data series and indicates where the 
values are centred. Over the period of time mean of contracts, 
open interest, settlement price, value &weighted average prices 
is positive and volume &weighted average yield are negative. 
From the standard deviation we observe that contracts, 
value and volumes are more volatile but settlement price, 
weighted average price and weighted average yield are less 
volatile. From the skewness we find open interest & weighted 
average yield is positively skewed and rest of the variables 
are negatively skewed. Kurtosis tells us the distribution is 
less or more peaked than a normal distribution. Here all value 
of kurtosis are positive and more than three indicates the 
distribution is leptokurtic and more peaked distribution than 
normal distribution. From the probability value of Jarque- Bera 
test, we find all data series are non-normal.

ht (futures market) = α1 +β1 Ԑt-1
2 + β2 ht-1 +  (sqresidcash market)………………… (ix) 

ht (cash market) = α1 +β1 Ԑt-1
2 + β2 ht-1 +  (sqresidfutures market)…………………(x) 

 

Table-3 : Descriptive Statistics

RCON ROI RSP RVAL RVOL RWAP RWAY

 Mean  0.390  0.830  0.011  0.401 -0.693  0.011 -0.022

 Median  1.954  0.255  0.006  1.868  0.796  0.005  0.000

 Maximum  219.022  109.205  0.676  219.644  208.811  0.632  1.524

 Minimum -239.436 -32.450 -0.971 -239.505 -135.824 -0.811 -1.293

 Std. Dev.  66.669  9.994  0.216  66.683  44.707  0.180  0.354

 Skewness -0.330  4.003 -0.451 -0.329 -0.018 -0.166  0.072

 Kurtosis  4.163  47.339  5.431  4.166928  4.152  4.820  4.772

 Jarque-Bera  25.064  28421.070  94.207  25.16067  18.585  47.949  44.249

 Probability  0.000  0.000  0.000  0.000  0.000  0.000  0.000

 Observations  336  336  336  336  336  336  336

Table 4 presents stationarity of data series. To check stationarity of data series, we employ ADF test, PP test and KPSS test. 
KPSS test find stationarity in opposite way. That means if probability value of coefficients in KPSS test is insignificant then 
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the series is stationary. In case of KPSS test, the series is stationary at level and intercept but in 3 cases of trend and intercept 
it is non stationary. We find over-all data series are stationary at level in both intercept& trend and intercept. 

Table 4: Result of Stationarity Test at Level

ADF PP KPSS

Intercept Trend and intercept Intercept Trend and intercept Intercept Trend and intercept

RCON
-1.621

(0.089)*
-1.622

(0.089)*
-1.364

(0.051)*
-1.363

(0.051)*
0.391

(3.637)
1.979

(7.268)

ROI
-0.769

(0.043)*
-0.796

(0.429)*
-0.768

(0.043)*
-0.796

(0.043)*
0.830

(0.546)
-0.023

(0.006)*

RSP
-1.139

(0.077)*
-1.156

(0.077)*
-1.011

(0.055)*
-1.016

(0.055)*
0.011

(0.012)
0.038

(0.024)

RVAL
-1.622

(0.089)*
-1.623

(0.089)*
-1.363

(0.051)*
-1.364

(0.051)*
0.401

(3.638)
2.017

(7.269)

RVOL
-1.513

(0.089)*
-1.519

(0.089)*
-1.313

(0.053)*
-1.314

(0.052)*
-0.693
(2.438)

1.435
(4.873)

RWAP
-0.972

(0.694)*
-0.987

(0.069)*
-0.834

(0.054)*
-0.841

(0.054)*
0.011

(0.009)
0.037

(0.020)***

RWAY
-0.988

(0.070)*
-1.000

(0.070)*
-0.849

(0.054)*
-0.854

(0.054)*
-0.023
(0.019)

-0.069
(0.038)***

Note:  
- *, **&*** represents significant at 1%, 5% and 10 % respectively; 
- Numbers in the parenthesis are standard errors.

Table-5 represents the correlation among variables of both future and cash markets. It is observed that there is a high degree 
of positive correlation between number of contracts traded in futures market and total traded value in futures market (0.999) 
& daily settlement price in futures market and the daily weighted average price in cash market (0.778). There is a high degree 
of negative correlation between daily settlement price in futures market and daily weighted average yield in the cash market 
(-0.762) & the daily weighted average price in cash market and daily weighted average yield in the cash market (-0.988). The 
rest of the variables are less correlated.

Table-5: Correlation Matrix

 rcon rval roi rsp rvol rwap rway

rcon 1.000

rval 0.999 1.000

roi 0.254 0.254 1.000

rsp -0.003 -0.001 -0.199 1.000

rvol 0.410 0.411 0.001 0.270 1.000

rwap 0.083 0.086 -0.146 0.778 0.271 1.000

rway -0.091 -0.094 0.124 -0.762 -0.278 -0.988 1.000
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Further we run regression in 4 different equations. The 
regression result is given in table-6. In equation-i, we consider 
the impact of volume, contract, open interest, settlement price 
and weighted average yield on weighted average price. We find 
no significant impact from volume and contract on weighted 
average price. The impact from open interest, settlement 
price and weighted average yield to weighted average price is 
negative and significant. Among all the variables the weighted 
average yield impacts more on the weighted average price. In 
equation-ii, we regressed weighted average yield with volume, 
contracts, open interest, settlement price and weighted average 
price. In this case we find only open interest and weighted 
average price negatively impacts weighted average yield 
significantly and rest of the variables impact is insignificant. 
The weighted average price impacts more on the weighted 

average yield.In equation-iii, we regress settlement price with 
weighted average price, contracts, open interest, volume and 
weighted average yield. We find significant positive impact 
exists from weighted average price and volume to settlement 
price and significant negative impacts from contracts and open 
interest. Weighted average price impacts more on settlement 
price. For equation - i, ii & iii the R squared value is high and 
the Durbin Watson statistics is more than two, indicates 
the model is good fit.  The equation-iv regress contract with 
weighted average price, settlement price, open interest, volume 
and weighted average yield. Although significant negative 
impact shown from settlement price and significant positive 
impact shown from open interest and weighted average yield 
to contract; the R squared is very low.

Table-6: Regression Result

Variable
Equation-i Equation-ii Equation-iii Equation-iv

Coefficient Coefficient Coefficient Coefficient

α0
7.751

(0.001)
-0.000
(0.003)

0.003
(0.007)

-0.478
(3.206)

β1

-3.971
(3.731)

-9.731
(7.541)

1.218
(0.269)*

79.796
(121.178)

β2

1.641
(2.501)

1.071
(5.051)

-0.000
(0.000)**

-57.109
(23.840)**

β3
-0.000

(0.000)**
-0.001

(0.000)**
-0.001

(0.001)***
0.627

(0.075)*

β4

-0.048
 (0.011)*

0.026
(0.022)

0.001
(0.000)*

12.705
(59.985)

β5
-0.481

(0.006)*
-1.965

(0.026)*
0.165

(0.137)
1.601

(0.328)*

R2 0.979 0.977 0.625 0.245

AR2 0.978 0.977
0.620 0.234

DW 2.887 2.897 2.871 2.592

- Note:
- *,** &*** indicates level of significance at 1%, 5% & 10%.  
- Numbers in the parenthesis are standard errors.
- R2= R Squared, A R2= Adjusted R Squared, DW= Durbin-Watson stat

Before running Granger causality test, we run VAR lag order selection criteria (See Table 7). We find most of the conditions 
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like LR, FPE and AIC has been satisfied at lag 4. So we consider lag 4 for granger causality test.

Table-7: VAR Lag Order Selection Criteria

Endogenous variables: rcon, roi, rsp, rval, rvol, rwap, rway 

Exogenous variables: C 

Lag LogL LR FPE AIC SC HQ

0 -3133.359 NA 0.488 19.148 19.229 19.18083

1 -2917.774 420.653 0.177 18.132 18.780* 18.391*

2 -2836.683 154.766 0.145 17.937 19.151 18.421

3 -2780.450 104.922 0.139 17.893 19.673 18.604

4 -2725.152 100.817* 0.134* 17.855* 20.202 18.791

5 -2691.158 60.524 0.148 17.946 20.860 19.109

6 -2655.385 62.168 0.161 18.026 21.508 19.415

7 -2616.280 66.287 0.171 18.087 22.134 19.702

8 -2586.804 48.706 0.195 18.206 22.820 20.047

 * indicates lag order selected by the criterion, LR: sequential modified LR test statistic (each test at 5% level), FPE: Final 
prediction error, AIC: Akaike information criterion, SC: Schwarz information criterion, HQ: Hannan-Quinn information 
criterion

Table -8 presents pair wise granger causality between variables. We find bidirectional causality exists between volume 
and contracts traded, settlement price and open interest, open interest and weighted average yield & volume and value. 
Unidirectional causality exists from open interest to value and weighted average price, weighted average price to volume and 
weighted average yield & weighted average yield to volume. For rest of the variables causality does not exist.

Table-8 : Pair wise Granger Causality Test

Lags: 4
H0: Does not Granger Cause

H0 F-Statistic H0 F-Statistic

RSP →  RCON 0.987 RVOL → RSP 1.041

RCON → RSP 0.960 RSP → RVOL 1.149

RVOL → RCON 2.143*** RWAP → RSP 1.026

Cont...
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RCON → RVOL 3.869* RSP → RWAP 14.728

RWAP → RCON 1.088 RWAY → RSP 1.196

RCON → RWAP 0.725 RSP → RWAY 15.453

RWAY → RCON 1.018 RVOL → RVAL 2.125***

RCON → RWAY 0.850 RVAL → RVOL 3.886*

RSP → ROI 1.988*** RWAP → RVAL 1.098

ROI → RSP 3.257** RVAL → RWAP 0.724

RVAL → ROI 1.025 RWAY → RVAL 1.022

ROI → RVAL 1.933*** RVAL → RWAY 0.848

RVOL → ROI 3.458 RWAP → RVOL 3.250**

ROI → RVOL 1.386 RVOL → RWAP 0.320

RWAP → ROI 0.962 RWAY → RVOL 3.511*

ROI → RWAP 4.391* RVOL → RWAY 0.342

RWAY → ROI 0.835* RWAY → RWAP 0.510

ROI → RWAY 4.332* RWAP → RWAY 2.144***

RVAL → RSP 0.960

RSP → RVAL 0.999

- Notes- 
- *,** &*** indicates level of significance at 1%, 5% & 10%.  
- H0 is the Null Hypothesis

Volatility is the fluctuation in a variable over a period of time. 
It results unpredictability, uncertainty and risk. It affects 
investors wealth and increases the bid ask spread which 
signifies the importance of risk management (Beg and Anwar, 
2012). Engel (2004) in his Nobel lecture rightly posits that 
volatility is an important issue in financial econometrics. It is 
associated with the concept of risk. Table -9 presents volatility 

Spill-over’s across variables.  Here 1β , 2β  andφ  represents 
ARCH (volatility persistence), GARCH (volatility clustering) and 

volatility spill-over’s effect between the variables respectively. 

The 1β i. e. ARCH term is insignificant in all cases except value 
to volume. This indicates absence of volatility persistence. 

The 2β  i.e. volatility clustering is significant in all cases. We 

find φ i. e. volatility spill-over’s effect is significant in all cases 
indicates existence of volatility spill-over’s effect.
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Table-9. Examination of Volatility Spill-over’s
AR(1) MA(1)-GARCH(1,1)

Parame-
ters

RSP & RWAP RSP & RWAY RVAL & RVOL

rsp→ rwap rwap → rsp rsp→ rway rway→  rsp rval→ rvol rvol →  rval

0α
0.006

(0.006)

0.015

(0.008)***

-0.015

(0.012)

0.015

(0.008)***

-0.940

(2.082)

-0.550

(3.127)

1α
0.000

(0.049)

-0.136

(0.059)**

-0.015

(0.052)

-0.140

(0.055)**

-0.344

(0.049)*

-0.389

(0.049)*

0β

0.001

(0.001)***

()

0.005

(0.001)*

0.004

(0.003)

0.005

(0.001)*

-2.613

(13.403)

5.251 

(51.773)

1β
-0.018

(0.049)

0.014

(0.039)

0.009

(0.050)

0.022

(0.043)

-0.051

(0.013)*

0.019

(0.025)

2β
0.361

(0.080)*

0.141

(0.060)**

0.363

(0.083)*

0.116

(0.054)**

0.977

(0.020)*

0.907

(0.034)*

φ
0.463

(0.098)*

1.108

(0.207)*

1.759

(0.373)*

0.313

(0.054)*

0.039

(0.008)*

0.182

(0.077)**

)1(LM 0.339 0.405 0.115 0.970 2.424 1.354

5. Conclusion

The study finds over the period of time contracts, open interest, settlement price, value and weighted average prices mean 
is positive and volume and weighted average yield are negative.We observe high degree of positive correlation between 
daily settlement price in futures market and the daily weighted average price in cash market and a high degree of negative 
correlation between daily settlement price in futures market and daily weighted average yield in the cash market.From 
regression result, we find impact from open interest, settlement price and weighted average yield to weighted average price is 
negative and significant and weighted average yield impacts more on the weighted average price. We find only open interest 
and weighted average price negatively impacts weighted average yield and are significant. Further significant positive impact 
exists from weighted average price to settlement price. Bidirectional causality exists between volume and contracts traded, 
open interest and weighted average yield & volume and value; unidirectional causality exists from open interest to weighted 
average priceas proved from Granger causality test. We find absence of volatility persistence among the variables. Volatility 
clustering and volatility spill-over’s exists from cash markets to futures markets and from futures markets to cash markets.
Significant spill-over impact exists from weighted average price to settlement price and from settlement price to weighted 
average yield. Thus, cash market price is leading the futures market but the future settlement price has impact on the yield 
of the underlying security.
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Intercontinental Exchange/USA, NYSE Euronext/USA, 
NASDAQOMX/USA, Singapore Exchange/Singapore, South 
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Background and Motivation

Any uncertainty in interest rates impacts various stakeholders: 
borrowers as well as lenders. To mitigate interest rate risk, 
interest rate derivatives such as interest rate futures, interest 
rate swaps and forward rate agreements have evolved in the 
financial markets. Notably, interest rate futures (IRF) are the 
largest traded products among all derivatives. In USA, IRF 
trading volumes are several times the size of equity derivative 
trading volumes. In terms of market size,the US markets had 
an IRF trading worth of approximately US$ 1,250 trillion in 
calendar year 2013 [1].  In South Korea, trading volumes in 
IRF account for 14% of all derivative trades [2].

By contrast, IRF, in the first full year in the Indian markets (April 
1, 2014 to March 31, 2015), registered a trading volume worth 
US$ 35 trillion [1]. This was the third attempt at popularizing 
the instrument after two failures in 2003 and 2009.By way of 
market acceptance and trading volumes, although this can be 
termed a success in relation to past two Indian experiences, 
there is a long way to go before greater size and scale can be 
achieved on a consistent basis. A realistic comparison between 
US and Indian markets is made below:

Sunder Ram Korivi
Elizabeth James

Abstract

The 16-month period from January 2014 to April 2015 
is analyzed in three distinct phases, on the basis of the 
underlying bonds. Entropy arises when views of market 
participants are unidirectional and also, cannibalized by 
contracts on other underlying bonds of the same tenor.  In 
the developing phase, correlations between Total Contracts 
Traded and Open Interest are high, as well as between 
Value and Open Interest. However, an inflection point 
towards higher level is attained when more players with 
counter-views come in, coupled with an overall movement 
of interest rates towards the mean, representing the zone 
of uncertainty. This raises OI to higher levels, somewhat 
reducing the tightness in the correlations. 

Key Words

Interest Rate Futures, India Market Structure, Entropy

Interest Rate Futures and Market Structure 
in India

Table 1: Comparison between US and Indian markets

US Market Indian Market

Established market Nascent. Succeeded in 2014 in the third attempt

Annual volume: US$ 1,250 trillion approx. Annual volume: US$ 0.803 approx. in 1st full year 
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Long history of interest rate uncertainty Long history of administered interest rate regime

Need for hedging felt many decades ago Need for hedging arose recently, since 2003

High levels of awareness among stakeholders Low levels of awareness among stakeholders

Well-developed yield curve Yield curve not well developed

Many reference bonds across tenors Only one reference bond: 10-year G Sec 

Well-developed corporate bond market Corp. bonds active mainly via private placement

Wide spectrum of market participants Mainly institutions, who Hold-to-Maturity (HTM)

Wide spectrum of views on interest rates Unidirectional (most participants being HTM)

Interest rates to mean-revert from lower side Interest rates to mean-revert from higher side

Hence, these two markets are not strictly comparable, owing 
to the 11 points mentioned above. 

The nationalization of Indian banks commenced in 1969, 
leading to government ownership of 20 large banks accounting 
to almost 80% of the total bank assets in India. Administered 
interest rates, both on the deposit as well as the lending side, 
left the interest rate prescriptions to the government and the 
Reserve Bank of India (RBI)- the central banking authority. 
There was no purpose for any individual view on interest 
rates. Capital was scarce and rationed through licenses by the 
Controller of Capital Issues.   Equity markets as an alternate 
source of capital for a wider basket of companies opened up 
in the early 1990s, with the creation of the Securities and 
Exchange Board of India (SEBI), which went operational in 
1992.  A large number of mutual funds got established during 
the 1990s to perform the savings-investment intermediation 
function, providing vital capital to industry. A government-
initiated privatization programme also necessitated the 
strengthening of capital markets. The Small Industries 
Development Bank of India (SIDBI) was established to 
provide refinance to banks for on-lending to Small & Medium 
Enterprises (SMEs). The foreign exchange regime became more 
benevolent in 1996, resulting in inflows of foreign capital into 
India. Also in 1996, the same year, the National Stock Exchange 
of India (NSE) was established as a competitor to the Bombay 
Stock Exchange (BSE) and dematerialization and automation 
of trading took place. As a result of all these developments 
in the Indian capital markets, for the first time since 1969, 
interest rates witnessed a sustained decline from 1998 to 
2003, coupled with lower inflation and a stable government. 

In recognition of a departure from the unidirectional and 
upward interest rate movements, corporate bond issuers such 
as IDBI, ICICI and SIDBI started embedding call-back features 
in their bond covenants, in respect of their own issuances. 
These institutions were able to refinance themselves at lower 
interest rates during 1998-2003 by invoking the call-back 
feature in their bond covenants. The equity indices were at 
the cusp of a boom (on hindsight, the indices tripled between 
2003 and 2007), freeing up banks’ lendable resources and 
easing interest rates.  This is the background against which 
the first attempt at launching IRF was made in 2003. 

Liquidity was tightened in India’s response to the global 
financial crisis 0f 2008, keeping interest rates higher in 
India. Liquidity originating in Japan found its way into India 
through yen carry-trades. Subsequently, India benefited 
from the quantitative easing (QE) measures in USA and the 
LTRO in Europe. This helped in lowering Indian interest rates, 
prompting the second attempt at launching IRF in 2009.

In 2011, the crisis in the European Union prompted the ECB 
to keep interest rates low. Later, Japan also offered a huge 
stimulus under its three-arrow policy, lowering interest rates. 
However, increasing signs of a revival in the US economy began 
to emanate in 2013. From May 2013, indications of a possible 
reversal of the quantitative easing jolted the financial world, as 
carry trades reversed, and dollars flowed back from emerging 
economies to USA.Such episodes of interest rate uncertainty 
drove up the demand for IRF in 2013. RBI also expressed its 
intent to widen and deepen the financial markets through a 
wide suite of derivative instruments, IRF included.From an 
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Indian perspective, a persistent fall in international crude oil 
prices in 2013 and prudent fiscal management by the Indian 
government improved the prospects for a sovereign bond 
rating upgrade towards the end of 2014. A dip in inflation also 
gave RBI the elbow-room to announce two repo-rate cuts that 
created a ‘zone of uncertainty’ insofar as Indian interest rates 
were concerned, forcing market participants to seek hedging 
measures, raising IRF trading volumes in 2015. Such a zone of 

uncertainty did not exist in clear terms in most of the history 
of Indian financial markets from 1969, barring 1998-2003.  
On this aspect, the 2014 launch was on a different footing in 
contrast to 2003 and 2009.

The possible causes of failure of IRF trading in the Indian 
financial markets in 2003 and 2009, gleaned from experts 
from RBI, are tabulated below.

Table 2: Failures of IRF in Indian markets in 2003 and 2009

Year Key Features of IRF Design

2003 IRFs were based on three underlying bonds. The market was fragmented with poor linkages with the cash 
market. The underlying corporate bond market was almost non-existent, and most investors did not feel a 
need for hedging, owing to their ‘Hold-to-Maturity’ (HTM) style of investing.

2009 Trading declined to zero after two settlements. Physical settlement took place between 62% and 72% of the 
peak Open Interest (OI), as opposed to 1% to 3% expected in an efficient market. The situation resulted in 
a one-way arbitrage: sell futures and buy the Cheapest-to-Deliver security. Since there was no party with a 
counter-view, trading dwindled. There was a serious disconnect between IRF, Interest Rate Swaps (IRS) and 
G Sec pricing, violating the fundamental ‘no arbitrage’ condition or the ‘law of one price’. The markets were 
also fragmented and not seamlessly integrated [2].

The third attempt at introducing IRFs in the Indian financial 
markets took off on January 21, 2014. Volumes slackened in 
May 2014. This was followed by a pick-up in volumes from 
July 2014, ultimately reaching a volume equivalent to US$ 35 
trillion in the period June-October 2014. The surprise repo-rate 
cuts in January and March 2015 put an end to the hitherto 
unidirectional nature of bets on interest rates, leading to a 
further surge in volumes, prompting most market participants 
to remark that IRFs had finally found a general acceptance in 
the Indian markets, though there remains a long way to go.

The objective of this study is to track the developments 
related the Indian IRF market from April 2010 to April 2015 
to understand the structure of the market and gauge the 
reasons for the relative success of the instrument vis-à-vis 
the two earlier attempts, to effect improvements in the design 
and processes. These learnings could also be transplanted for 
enhancing the climate for the introduction of other derivatives 
in the interest and credit space to widen and deepen the 
Indian financial markets. 

Organization of Contents

This paper is divided into seven parts, as listed below.

I     Review of Literature 
II    Research Problem 
III   Research Design 
IV   Data 
V    Methodology 
VI  Analysis, Discussion and Findings 
VII Summary and Concluding Remarks

The running text is interspersed with Tables 1 to 6 and Figures 
1 to 3. Notes and References are provided at the end.

I Review of Literature

Literature across the 20-year period from 1982 to 2013 relevant 
to the paper are summarized below, to identify the gaps. 

Kolb and Chiang (1982) recommended hedge ratios for the use 
of IRFs for a cost-effective immunization strategy. Likewise, 
Gay and Kolb (1883) identified the use of IRFs in conjunction 
with immunization strategies. Along the lines as Kolb et al 
(1982 and 1983), Yawitz and Marshall (1985) highlighted the 
use of IRF in immunization strategies.  Two banking sector 
regulators, viz. the Federal Reserve of St. Louis-USA and the 
BIS-Basle, Switzerland also suggested the use of IRF in hedging 
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interest rate risks – through the works of Belongi and Santori 
(1983) and Frenkel (1984) respectively. Bhar (1996) studied the 
90-day bill futures contracts on the Sydney Futures Exchange 
with cointegration tests and Granger’s causality to improve 
forecasting.  Wu and Shieh (2007) performed a Value-at-Risk 
analysis for interest rate futures, with reference to fat tail and 
long memory in return innovations.  Gurrola and Herrerias 
(2011) studied the interplay between futures price maturities 
and volatility based on data on Mexican IRFs. 

There are two papers are on the Indian markets. Sinha (2012) 
studied the impact of IRF on the underlying bond market, 
during the period 2009-2011, when IRF were introduced and 
then petered out. Srivastava and Srivastava (2013) studied the 
causal factors for the failure of IRFs which were introduced 
in 2009.

Srivastava and Srivastava’s  (2013) paper is the most relevant 
to this study, and makes note of the fact that Indian interest 
rates had become more uncertain over the past decade. 
It examined 4 independent variables, viz., trading volume 
of 10-year G-Sec cash market, trading volume of currency 
derivatives, 10-year G-Sec yield and the 10-year interest rate 
and tested them for significance on IRF. Two variables were 
identified as having a significant and negative impact on 
IRF: trading volumes of currency derivatives and the 10-year 
interest rates. 

In the context and background of the current study, the 
following gap emerges:

The need for an updated study on the successful and 
continued acceptance of IRFs in the Indian markets in the 
16-month period from January 2014 to April 2015. Market 
conditions have changed for the better, and so have the 
economic conditions. Three regulators (RBI, SEBI and IRDA) 
have stakes in market development, as also three exchanges 
– National Stock Exchange of India (NSE), Bombay Stock 
Exchange (BSE) and Metropolitan Stock Exchange (MCX-SX). 
There is a continuous dialogue with the market participants 
through the Fixed Income, Money Markets and Derivatives 
Association (FIMMDA). Moody’s has given India a sovereign 
bond rating upgrade and foreign investment in Indian debt 
securities are at an all-time high. The Indian IRF market needs 
to be studied afresh in the light of these developments. 

II Research Problem

Indian interest rates in 2015 have headed considerably 
downward vis-à-vis 2009, due to structural improvements 
on the fiscal side, with a sovereign rating upgrade from 
Moody’s. In spatial and symmetrical terms, Indian interest 
rate expectations are now closer to a binomial characteristic 
– an equal possibility of an upward or downward drift or 
movement. This causes volatility, and volatility is the raison 
d’être for hedgers, arbitrageurs and speculators. In statistical 
terms, the Probability (P) of an upward movement (Pu) is equal 
to the Probability (P) of a downward movement (Pd) or, Pu = 
Pdand 0<P< 1.  These are the notations typically used in the 
Ho-Lee and other term structure models. 

Interest Rate Futures are also known as Bond Futures. The 
underlying asset concept is the Price-Yield curve (P-y curve) 
depicting the valuation of a Bond:

           n 

P =  ΣCt/(1 + y)t 

t=1

Where:

P = Price of the Bond 
C = Cash flow at time t 
y = Yield to Maturity (based on market expectations) 
t = Timing of the Cash flows 

C and t are constants and do not change through the life of 
the bond. P and y are variable in this equation. The two have 
an inverse relationship, i.e. P α 1/y or, y α 1/P (i.e. P varies 
inversely as y, and vice-versa).  In the case of a G Sec, its 
generally default-free characteristic and large, liquid market 
keeps its market price closely aligned to its intrinsic value. 
Hence, P becomes an input to the valuation model and y is 
extracted from it.  When an IRF contract is introduced in an 
exchange, it is linked to an underlying bond (say, a 10-year 
G Sec). Varying perceptions of y will determine the price at 
which the reference bond is traded.  To impart greater liquidity, 
the IRF contracts are generally cash-settled, where there is 
no need for a physically-settled cheapest-to-deliver (CTD) 
bond. This design makes IRF an ideal instrument for hedgers, 
arbitrageurs and speculators.



ESEARCH BULLETIN

Volume : 42 - I April 2016133

In the aftermath of the failed IRF take-offs in 2003 and 2009, 
the relative success, as gauged from the experience from 
January 2014 to April 2015 is the focus of this study. It may 
provide insights into the market microstructure for IRFs and 
indicate directions for further facilitating the introduction of 
other interest rate and credit derivatives to widen and deepen 
the Indian financial market. 

III Research Design

The primary aim of this study is to identify the causes and 
circumstances impacting the failure or success of IRF trading 
in the Indian markets. 

This study is carried out under the framework of entropy, a 
term arising from statistics, information theory and thermal 
dynamics. In general terms, a system having a set of conditions 
facilitates the interaction of agents within it, so long as such 
conditions prevail. With loss of energy (such as heat), the 
depleted conditions no longer support the interactions of 
agents within the system. An ideal example is heating of 
water to make tea – lack of fuel will result in a failure to 
sustain heat, and the adding of tea leaves to tepid water will 
be futile. This unintended dissipation of heat isentropy – the 
system fails to work as envisaged. Alternately, one could use 
a different variety of tea leaves that are amenable for brewing 
in tepid water, to achieve the intended result. More fuel or 
different tea leaves are the possible answers to fight entropy, 
in this example. 

The previous two attempts in 2003 and 2009 saw entropy 
creeping in, and the market for IRF collapsed within a few 
settlements. In the 2014 launch, there seemed to be signs of 
slackening in May-June 2014. A perceived design failure was 
addressed between August and October 2014. The market got 
re-energized in November 2014 with the entry of new types of 
participants and ground-level changes on interest-rate policy 
between January and March 2015. The research design for 
this paper seeks to do justice to all the secondary market 
data that emanated during this period. 

Correlation studies are performed on the various sets and 
subsets of data, to measure the interrelationships between 
key variables arising in the IRF markets. Changes in correlation 
patterns are also studied to identify their causes and their 
consequences in terms of failure or success of the IRF contracts 

arising from such underlying securities. 

In this study, lower levels of correlation amongst variables 
(say, below 0.20) are viewed as conditions depicting entropy, 
whereas moderate to higher levels of correlation (say, 0.50 
and above), viewed with associated causes, are viewed 
as favourable conditions for interaction between market 
participants. 

IV Data

This study is based on secondary data. Trading commenced 
in January 2014 for the newly launched contracts. Data has 
been sourced from NSE, the leading exchange (www.nseindia.
com), from Jan 22, 2014 to April 6, 2015, spanning across 16 
months. This represents a total of 281 trading days. During 
this period, four contracts were launched, the underlying G 
Sec bonds being: the 91-day Treasury-Bill, the 7.16% 10-year 
bond, the 8.83% 10-year bond and, from August 4, 2014, the 
8.40% 10-year bond.  Daily trade data is available in three 
fields: 1. Number of Contracts Traded, 2. Contact Value and 
3. Open Interest. This data set has been downloaded into an 
Excel spreadsheet for analysis. Since 100% of all published 
data is used, there is no sampling error or bias. 

V Methodology

The data file downloaded from the NSE website needed to be 
parsed into four distinct sets, representing the four underling 
bonds, and rearranged date-wise in three fields. Since there 
had been absolutely no trade in the 91-day G Sec, that data 
set is rendered redundant. The remaining three data sets, 
each with three fields, are tested for intra-field correlation to 
measure the intensity of their interrelationships. Since these 
three fields, viz., Number of Contracts Traded, Contract Value 
and Open Interest are axiomatically inter-connected, weak 
inter-relationships could signal entropy in the system and lead 
to a complete standstill in trading due to poor linkages with 
market reality. There had been a relatively drastic fall in IRF 
trading between May and October 2014, which worried the 
stock exchanges, regulators and other stakeholders. Market 
fragmentation was one of the major reasons of failure of the 
Indian IRF market in 2009 (besides the need for physical 
settlement). Therefore, the Open Interest (OI) field in respect 
of the7.16% 10-year bond and the 8.83% 10-year were tested 
for negative correlation when they traded simultaneously from 
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January 22, 2014 to April 23, 2014 to look for signs of market 
fragmentation. Likewise, the Open Interest (OI) field in respect 
of the 8.83% 10-year bond and the 8.40% 10-year were tested 
for negative correlation when they traded simultaneously from 
August 4, 2014 to October 30, 2014, to look for signs of market 
fragmentation.The detection of (a) correlations amongst three 
fields give rise to multi-collinearity and (b) the absence of 
identifiable dependent and independent variables, with a 
clear direction in causality, preclude the use of regression 
analysis at this stage of the research and market development.

Finally, the post-October 2014 period was viewed in the event-
study framework, to gauge the news flows that occurred when 
trading activity picked up once again, to scale new heights.
The presence of catalyzing factors (uncertainty in interest 
rate movements) and new players (with a counter-view as 
opposed to the unidirectional viewpoints as seen in 2009) 
were expected to have a conducive impact on enhancing IRF 
trading activity. 

VI Analysis, Discussion and Findings

The results are presented in chronological order, based on the 
trading period in respect of each ofthe three underlying bonds.

In respect of the IRF contract based on the 7.16% 10-year G 
Sec that traded from January 22, 2014 to April 23, 2014, there 
were 58 data points. Trading volume was thin from the very 
beginning, with an Open Interest of around 100 to start with, 
falling to 0 from February 28, 2014. 

The correlation statistics are tabulated below:

Table 3: Correlation analysis of IRF with underlying as 
7.16% G Sec 2023

 Contracts Value OI

Contracts 1.000000 0.999998 0.164102

Value 0.999998 1.000000 0.164035

OI 0.164102 0.164035 1.000000

The correlation between Contracts and OI is 0.164102, whereas 
that between the Value and OI is 0.164035. Entropy set in, 
and trading came to a complete standstill long before the data 
series came to a close on the NSE. The onset of entropy is 

depicted in the graph below. From Feb 28, 2014, OI levels are 
down to zero, until April 23, 2014, as depicted in Figure 1 below.

In respect of the 8.83% 10-year G Sec based IRF contract that 
traded from January 22, 2014 to October 30, 2014, there were 
182 data points. The correlation statistics are tabulated below:

Table 4: Correlation analysis of IRF with underlying as 
8.83% G Sec 2023

 Contracts Value OI

Contracts 1.000000 0.999946 0.673728

Value 0.999946 1.000000 0.672187

OI 0.673728 0.672187 1.000000

Noticeably, the correlation between Contracts and OI was 
0.673728 and that between Value and OI was 0.672187, 
indicating a stronger set of inter-relationships between the 
fields, and therefore, no entropy as this particular contract 
was consciously withdrawn by the exchange to prevent further 
market fragmentation vis-à-vis the one based on the 8.40% 
G Sec 2024. 

The movements are depicted in the graph below as Figure 
2. Higher correlations also reflect that there is no clear area 
spatially, between the OI line and the Total Contracts line.
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In order to gauge the impact of market fragmentation, i.e. 
reduced trading activity in the 7.16% based IRF contract with 
a simultaneously increased trading activity in the 8.83% based 
IRF contract, evidence was sought in the form of negative 
correlation during the period they were both traded (January 
22, 2014 to April 23, 2014, 58 observations).  As expected, 
the result was -0.744417, indicating that activity in the 8.83% 
based IRF contract was increasing even as the 7.16% based 
IRF contract was declining. 

In respect of the 8.40% 10-year G Sec based IRF contract that 
traded from August 4, 2014 to April 6, 2015,there were 158 
data points. The correlation statistics are tabulated below:

Table 5: Correlation analysis of underlying 8.40% 
G Sec 2024

 Contracts Value OI

Contracts 1.000000 0.999808 0.525533

Value 0.999808 1.000000 0.536454

OI 0.525533 0.536454 1.000000

The correlation between Contracts and OI was 0.525533, and 
that between Value and OI was 0.536454, which is thrice the 
values as compared to the 7.16% bond based IRF contracts, 
depicting stronger relationships between the fields. Relative 
to the IRF based on the 8.83% G Sec, there is space between 
OI and the Total Contract lines, depicting new participants 
(including speculators), widening the OI to Total Contract 
gap, and hence a looser correlation.

In order to gauge the impact of market fragmentation, i.e. 
reduced trading activity in the 8.83% based IRF contract with 
a simultaneously increased trading activity in the 8.40% based 
IRF contract, evidence was sought in the form of negative 
correlation during the period they were both traded (August 
4, 2014 to October 30, 2014, 56 observations).  The result 
was -0.885399, indicating that activity in the 8.40% based 
IRF contract was increasing even as the 8.83% based IRF 
contract was declining.  

During the period August 4, 2014 to April 6, 2015, there were 
some significant news flows on select days:

Table 6: Key events impacting IRF market in the post-
October 2014 period

Date Event

09 Oct 
2014

Receding inflation and falling crude prices trigger faith 
in G Sec and IRF

17 Nov 
2014

HNIs liven up IRF market. OI at record high, on rate cut 
expectations

28 Jan 
2015

HNIs on a buying spree, more participation by insurers 
will raise volumes

11 Mar 
2015

With RBI rate cuts, participation rises by 50%. Mutual 
funds to raise exposure further

These event dates roughly coincide with the days around 
which the OI levels have been rising with multi-directional 
participation, peaking at in March 2015. Two out-of-turn policy 
rate cuts on January 15, 2015 and March 2, 2015 resulted 
in pushing OI to new levels, widening the Total Contracts: 
OI ratio and somewhat weakening the correlation.From a 
conceptual and statistical perspective, India is now long-
term mean-reverting from the higher side, entering a rate-cut 
cycle, but the magnitude and timing of the cuts is a matter 
of uncertainty. Further on, rate increases or decreases could 
be either way (i.e. binomial = either way), which is the zone 
of uncertainty, insofar as interest rate expectations are 
concerned.Indian financial markets have not experienced 
this zone of uncertainty before, potentially leading to higher 
OI levels and counter-views between hedgers, arbitrageurs 
and speculators. 

Notably, Figures 1, 2 and 3 depicted above, are all reflective 
of progressively higher OI ranges, visible from the Y-axes of 
the respective graphs. Commencing with 103 in the case of 
Fig.1, the peak attained in Fig.2 is 83743 on August 1, 2014, a 
few days prior to the introduction of the new contract, and, in 
Fig.3, 484033 on March 3, 2015 on the second repo-rate cut.

It is heartening to note that the downloaded data from NSE, 
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when parsed underlying bond-wise, provided three data sets 
amenable for analysis. A simple correlation analysis provided 
insights into the phenomenon of entropy that occurred in 
the case of IRF 7.16% G Sec 2013. Correlation was tighter 
in the case of IRF 8.83% G Sec 2023, but this instrument 
was a victim of market fragmentation. After October 30, 
2015, IRF 8.40% 2024 had the entire market left for itself. 
Although correlations were three times tighter than that of 
IRF 7.16% G Sec, it was lower than that of IRF 8.83% G Sec 
2023. However, the critical point here was that the entry of 
HNI Investors, Mutual Funds and Insurers provided counter-
trades opportunities with a multiplicity of views, and the 
enabling environment was provided with repo-rate cuts that 
drove interest rate expectations towards the centre of the 
binomial distribution. Thus, in scientific terms, entropy was 
defeated by molecules with greater compatibility to combine 
(players with multi-directional views), as well as supported 
by fuel that raised and maintained kept the heat at optimal 
levels (interest rates approaching the zone of uncertainty).
As the interest rate zone of uncertainty is approached, OI 
rises and correlations drop, but the chemistry is better. This 
sums up the analysis. 

VII Summary and Concluding Remarks

The 16-month period from January 2014 to April 2015 is 
analyzed in three distinct phases, on the basis of the underlying 
bonds. Entropy arises when views of market participants are 
unidirectional and also, cannibalized by contracts on other 
underlying bonds of the same tenor.  In the developing phase, 
correlations between Total Contracts Traded and Open Interest 
are high, as well as between Value and Open Interest. However, 
an inflection point towards higher level is attained when more 
players with counter-views come in, coupled with an overall 
movement of interest rates towards the mean, representing the 
zone of uncertainty. This raises OI to higher levels, somewhat 
reducing the tightness in the correlations. 

In a nascent market like India, it would be prudent not to 
introduce more than one contract at the same time, to prevent 
cannibalization [4].  The attraction of more players will lead to 
higher levels of OI, calling for incentives in the form or relaxed 
hedging definitions for regulated players. When interest rates 
mean-revert, a zone of uncertainty will create an ambient 
climate for speculators (High Net Worth Individuals or HNIs) 
to come in as counter-traders. Another fact that needs to be 
borne in mind is that Foreign Portfolio Investors who find 

Indian G Sec yields attractive (more so in the light soft rates 
in US, Europe and Japan and an Indian sovereign credit rating 
upgrade from Moody’s) have reached their investment limit 
of US $ 30 billion set by the Indian finance ministry. Had this 
limit not been in place, higher investments could have led to 
higher hedging (and speculation by counterparties) activity 
in the IRF market. 

Notes

[1]Hindu Business Line, Mumbai, November 9, 2014 

[2]Business Standard, Mumbai, October 18, 2013

[3] Edited excerpts of the Keynote Address by V.K. Sharma, 
Executive Director-RBI, at Finnoviti, organized by Banking 
Frontiers, Mumbai, November 8, 2012. Published in the Hindu 
Business Line, Mumbai on November 12, 2012 

[4] Office bearers of the Fixed Income, Money Markets and 
Derivatives Association of India (FIMMDA), at the panel 
discussion on Developing Rupee Debt Markets in the India 
Regulatory Summit, Mumbai on March 10, 2015 held by 
Regulation Asia.
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Introduction

Adequate mobilization of capital needs proper timing, type 
and method of issue. This is a dire necessity for fulfillment 
of minimum subscription of Companies act 2013. It primarily  
prescribes four modes of increasing share capital: Public issue, 
Rights issue, Bonus issue and Private placement. Under SEBI 
guidelines, the securities can be offered for sale in the primary 
market in different ways. Each method of issue has got its 
procedure and mechanism. Government should strive strictly 
balanced regional growth, even development of various 
sectors for diversification, establishment of investment 
platform for small and medium-sized industries, seeking of 
new avenues for raising capital through lower cost of capital 
and inculcation of habit for making investment in capital and 
money markets to the investors.

 Companies raise funds from a large number of investors 
widely scattered throughout the country. A method ensures 
a wider distribution of securities thereby leading to diffusion 
of ownership and avoids concentration of economic power in 
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Adequate mobilization of capital needs proper timing, type 
and method of issue. This is a dire necessity for fulfillment 
of minimum subscription. Under SEBI guidelines, the 
securities can be offered for sale in the primary market in 
different ways. Each method of issue has got its procedure 
and mechanism. 

The objectives of the study are to study mobilization of 
funds in primary market and provide suggestions based 
on findings/ results.  In view of the objectives of the study, 
exploratory research design has been adopted. The study 
is based on secondary data covering annual data of 
mobilization of funds from various categories covering from 
1993-94 to 2013-14. This has been collected from official 
websites of Reserve Bank of India, Securities Exchange 
Board of India and various other reports like magazines, 
journals, and published books for the present study. The 
statistical tools applied for data analysis is descriptive and 
inferential statistics. E-views are used. Based on objectives, 
the hypotheses are formed for analysis.

It is concluded that there are compound annual growth 
rate of 4% in total amount of issues and decline by 12% 
in total number of issues, concentration of Western and 
Northern regions largely, mobilization of substantial 
amount of share of capital from the size of more than Rs. 
100 crores, preference of FPOs to IPOs, raising of majority 
of capital at premium and focusing of manufacturing 
industries as against service industries. It is suggested 
that there should be balanced growth among the regions, 
establishment of separate platform for mobilizing size 
of capital of less than Rs. 10 crores, encouragement of 
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manufacturing sector for minimum risk through diversified 
growth and seeking of new avenues of capital carrying 
lower rate of interest. 
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a few hands. The method is quite convenient and economical. 
Moreover, the company gets the money quickly and there is 
virtually no risk of non-receipt of minimum subscription.A 
method saves the company from the cost and trouble of 
selling securities directly to the investing public. It ensures 
that the whole issue is sold and stamp duty payable on 
transfer of shares is saved. A method helps to save the 
expenses of public issue. 

Objectives of the study
1. To study mobilization of funds in primary market.

2. To provide suggestions based on findings/ results.

Research Design: In view of the objectives of the study, 
exploratory research design has been adopted. Exploratory 
research is one, which largely interprets the already available 
information, and it lays particular emphasis on analysis and 
interpretation of the existing and available information and 
it makes use of secondary data.

Research Methodology

The study is based on secondary data covering annual data 
of mobilization of funds from primary market from 1993-94 
to 2013-14. The methods of mobilizing capital from primary 
market are classified on various ways. This has been collected 
from official websites of Reserve Bank of India and Securities 
Exchange Board of India. Various other reports like magazines, 
journals, published books are also referred to for the present 
study.

Sources of data

Tools of analysis: The data collected for the study is analysed 
to arrive at meaningful conclusions. The statistical tools 
applied for data analysis is descriptive and inferential 
statistics. E-views are used. Based on the objectives, the 
hypotheses formed for analysis are:

H01: There are no differences among various classes of issues 
in terms of number and amount 

Results / Findings:

A. Number of Issues

1. Average total number of issues during the study period 
is 326.9524. Its Coefficient of variation (C.V.) of1.650153 is 
inconsistent and decline by CAGR of 11.93% respectively.

Category-wise:

l Average total number of Initial Public offers (IPOs) and 
Further Public Offers (FPOs) (Listed Companies) issues over 
the study period are 54% and 46% respectively.

l Public Issue is about not less than 50% of the total issues 
and right issues about not more than 50% of total number 
of issue in the study period.

Instrument-wise:

l Number of issues at par and premium is decreasing from 
1181 in 1995-96 and 651 in 1994-95 to 1 in 2009-10 and 8 in 
2001-02 respectively along the study period.

l Number of issues in case of Cumulative Convertible 
Preference Shares (CCPS) and Bonds are negligible in the 
total issues during the study period.

l In case of other issues, they are a few/ moderate/marginal.

Region-wise: 

l Western region, on an average mobilize capital to the 
highest of 42% of total issues rangingfrom maximum of 66% 
to minimum of 28%during the study period. It is followed by 
an average total number of 26%from southern region ranging 
from 59% to 16% of total issues, 20% from northern region 
ranging from 37% to 4% and 10%from eastern region ranging 
from 23% to 4% respectively.

Sector-wise:

l Lion’s share of total number of issues of capital mobilization 
is from private sector including joint sector over the study 
period. It is hardly 10% of total issue form public sector.

Size-wise:

l On an average, 39% of total issues of capital are mobilized 
from less than 5 crores of capital. It is followed by 18% from 
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less than 10 crores of capital, 13% from less than 50crores 
of capital, 9% from more than 100 crores of capital and 5% 
from less than 100 crores capital during the study period.

Industry-wise:

l 21% of total issues are raised only from finance industry 
during the study period. It is followed by 10% by textile, 9% 
by food processing, 7% by chemical , 6% by health and  less 
than 5% each by other industries like Banking/ Financial 
institutions, cement & Construction, Electronics, Engineering, 
Entertainment, Information& Technology, Paper &Pulp, Plastic, 
Power, Printing, and Telecommunication, others etc.

B. Amount of Issues

1. Average amount of issues during the study period is 
28580.66. Its coefficient of variation (C.V.) of 0.801 is 
consistent and growth by CAGR of 4.2148% respectively.

Category-wise

l Not more than 38% of average amount of issues is mobilized 
from IPO ranging from the highest of 86% in 2011-12 and the 
lower of 2% in 2013-14 during the study period.  Not less 
62% of average amount of issues is raised from FPO (Listed 
Companies) ranging from the highest of 98% in 2013-14 and 
the lowest of 14% in 2011-12 over the study period. 

l More than ¾ of average total amount of capital is from 
Public Issue and not more than ¼ of average amount of capital 
is from right issues in the study period.

Instrument-wise:

Average amount of issues mobilized at equity premium register 
56%. It is followed by bond issue at 29%, others issues by 
7%, equity issues at par by 6% and CCPS issues by negligible 
percent respectively during the study period.

Region-wise: 

l Not less than 50% of average amount of capital is collected 
from Western region ranging from Rs. 64139 in 2007-08 to 
Rs. 2319 in 1997-98 during the study period. Not more than 
29%of average amount of capital is collected from northern 

region ranging from Rs. 43961 in 2013-14 to Rs. 78 in 2002-
03 during the study period.13%of average amount of capital 
is collected from southern  region ranging from Rs. 12870 in 
2009-10 to Rs. 293 in 1998-99 during the study period. Rest 
is from eastern region assorting from Rs. 17190 in 2010-11 to 
Rs. 98in 2012-13 during the study period.

Sector-wise:

l More than 2/3 of total amount of issues of capital 
mobilization is from private sector including joint sector and 
the rest from public sector.

Size-wise:

l Lion’s share of average total amount of issues of capital is 
garnered from the size of more than 100 crores. Hardly 5% 
each of average total amounts of issues of capital is from less 
than 50 crores and 100 crores. Trivial percentage is from less 
than 5 crores and less than 10 crores.

Industry-wise:

The highest amount of capital is mobilized by Banking/financial 
institutionsindustry recording 32% of total issues followed by 
power by 12%, finance by 8%, Cement & Construction by 6% 
and other industries namelytextile,food processing,chemical, 
health,Electronics, Engineering, Entertainment, Information 
& Technology, Paper & Pulp, Plastic, Power, Printing, and 
Telecommunication, others etc.each by less than 5% during 
the studyperiod.

There is strong evidence that among different classes of 
number and amount of issues, there are significant differences. 
Null hypotheses are rejected since prob. values of ANOVA 
F-test and WELCH F-test are 0.0028 and 0 respectively.

On unsatisfactory of parametric test, non-parametric test 
of Med. Chi-square,Adj. Med. Chi-square, Kruskal-Wallis, 
Kruskal-Wallis (tie-adj.) and van der Waerden statistics are 
also used whose probability values are zero. Hence, null 
hypotheses of insignificant differences are rejected. The 
alternative hypotheses of significant differences between 
and within the variables of number and amount of issues 
are accepted.
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Suggestions

1. Balanced growth among the regions is required since there 
is uneven growth. Southern and Eastern regions are required 
to be developed for even growth.

2. Separate platform are to be established for mobilizing 
capital of less than Rs. 10 crores. This is essential for 
developing small and medium size businesses.

3. Various sectors like textile,food processing,chemical, 
health,  Electronics, Engineering, Entertainment, Information 
& Technology, Paper & Pulp, Plastic, Power, Printing, and 
Telecommunication, others etc.are not developed.In nutshell, 
theyall belong to manufacturing sector which are required to 
be developed for minimum risk through diversified growth.

4. Since IPOs and FPOs have high cost of capital, other 
methods of raising capital carrying lower rate of interest are 
to be sought.

Conclusions

Funds are mobilizedfrom a large number of investors widely 
scattered throughout the country from different classes namely 
sector, instrument, size, industry, region and category. It is 
concluded that there are compound annual growth rate of 4% 
in total amount of issues and decline by 12% in total number of 
issues, concentration of Western and Northern regions largely, 
mobilization of Lion’s share of capital from the size of more 
than 100 crores, preference of FPOs to IPOs, raising of majority 
of capital at premium and focusing of manufacturing industries 

as against service industries. It is suggested that there should 
be balanced growth among the regions, establishment of 
separate platform for mobilizing size of capital of less than 10 
crores, encouragement of manufacturing sector for minimum 
risk through diversified growth and seeking of new avenues 
of capital carrying lower rate of interest.
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                    Appendix-3 Classification of amount of issues for                          Mobilization of Capital during 1994-2014      (Rs. in Crores)

Year

Category-wise Issuer-wise Instrument-wise Size-wise Region-wise Sector-wise
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1993-94 15449 8923 16508 7864 3808 9220 2 1991 9351 0 0 0 0 0 314 1352 14559 2633   

1994-95 21045 6588 11061 16572 5529 12441 124 0 9538 2569 3033 6356 3584 12090 399 2216 10824 8039 26270 1362

1995-96 14240 6564 9880 10924 4958 9727 145 2086 3888 3183 2833 3344 2934 8511 467 1416 10811 3467 16639 4165

1996-97 11565 2719 8326 5958 3441 4412  5400 886 1760 1473 1671 908 8465 221 767 9041 1087 10241 4035

1997-98 2862 1708 3522 1048 271 1610 10 1550 1128 122 177 368 420 3484 18 1164 2391 713 3852 718

1998-99 5019 568 5182 405 197 660 78 4450 202 35 63 297 581 4611 10 266 4856 293 5516 70

1999-00 6257 1560 5098 2719 786 3780 0 3200 51 53 105 629 997 6034 13 106 5235 577 7617 200

2000-01 5378 729 3385 2722 818 2408 142 2704 36 186 165 764 507 4486 10 240 4105 1555 5893 215

2001-02 6502 1041 6341 1202 151 1121 0 5601 670 8 20 199 177 7140 3 180 5942 419 6601 942

2002-03 3639 431 3032 1038 143 1314 0 2600 13 7 8 255 0 3801 1 117 3358 588 1897 2173

2003-04 22265 1007 19838 3434 360 18589 0 4324 0 16 36 330 351 22539 15 636 6826 1235 4612 18660

2004-05 24640 3616 14507 13749 420 23968 0 3867 0 3 44 461 723 27025 8 204 17951 1377 17162 11094

2005-06 23294 4088 16446 10936 372 27000 0 0 10 20 32 1325 2189 23815 30 1495 14963 5535 20199 7183

2006-07 29796 3710 5002 28504 12 32889 0 356 249 10 45 1129 2386 29938 28 165 22964 6706 31728 1779

2007-08 54511 32518 44434 42595 387 79352 5687 1603 0 16 6 920 1669 84418 22 1093 64139 5270 67311 19718

2008-09 3582 12637 12637 2082 96 14176 0 448 0 3 7 509 445 15255 6 315 11202 1800 16220 0

2009-10 49,236 8,319 32,859 24,696 9 54,866 180 2,500 10 2 24 596 636 56,298 17 4,175 15,796 12,870 32,477 25,078

2010-11 58,105 9,503 32,049 35,559 50 57,617 490 9,451 249 2 11 455 1,406 65,735 20 17,190 21,479 10,097 29,385 38,223

2011-12 46,093 2,375 6,953 41,515 104 12,753 0 35,611 0 9 14 510 1,018 46,916 20 225 5,817 6,880 19,874 28,594

2012-13 23,510 8,945 25,926 6,529 571 14,902 0 16,982 0 7 86 290 440 31,632 25 98 4,499 2,041 15,473 16,982

2013-14 51,076 4,576 54,416 1,236 824 12,445 0 42,383 0 41 122 174 221 55,093 33 908 6,969 3,815 11,681 43,970

Total 5E+05 1E+05 337402 261287 23307 395250 6858 147107 26281 8052 8304 20582 21592 517286 1680 34328 263727 76997 350648 225161

Source: sebi.gov.in
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Appendix-4: Test for Equality of Means Between Series

Date: 01/30/16   Time: 22:09 Sample: 1 21  Included observations: 20

Method  Df. Value Probability

Anova F-test  (19, 380) 2.20146 0.0028

Welch F-test*  (19,135.572) 8.22781 0

*Test allows for unequal cell variances  

Analysis of Variance  

Source of Variation  Df. Sum of Sq. Mean Sq.

Between  19 2045509 107658.4

Within  380 1.9E+07 48903.1

Total  399 2.1E+07 51700.97

Category Statistics  

Variable Count Mean Std. Dev. of Mean

>100cr 20 14.85 14.5178 3.246273

<50cr.  to <100cr 20 29.55 16.7032 3.734952

>10cr.  to < 50 cr. 20 49.9 130.28 29.13145

>5 cr.  to  <10cr 20 41.75 71.9034 16.07808

<5cr. 20 105.9 294.479 65.84743

At_Par 20 150.8 341.076 76.26687

Bonds 20 8.85 8.55493 1.912941

CCPS 20 1.4 2.32605 0.520121

Eastern 20 29.15 53.0385 11.85977

IPO 20 203 402.662 90.03789

Listed (FPO) 20 96.1 142.617 31.89002

Public sector 20 226.35 427.957 95.69418

Northern 20 72.95 140.572 31.43293

Others 20 18.35 43.3993 9.704387

Premium 20 122.75 173.535 38.80355

Private sector 20 234.7 502.975 112.4687

Public 20 7.25 6.22284 1.391468

Right 20 72.75 115.995 25.93726

Southern 20 71 120.855 27.02406

Western 20 125.95 225.88 50.50834

All 400 84.165 227.379 11.36892
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Appendix-5: Test for Equality of Medians Between Series

Date: 01/30/16   Time: 22:10 Sample: 1 21 Included observations: 20

Method df Value Probability

Med. Chi-square 19 169.79 0

Adj. Med. Chi-square 19 147.39 0

Kruskal-Wallis 19 193.43 0

Kruskal-Wallis (tie-adj.) 19 193.6 0

van der Waerden 19 180.54 0

Category Statistics

> Overall

Variable Count Median Median Mean Rank Mean Score

>100cr 20 9 6 149.975 -0.3944

< 50 cr.  to <100cr 20 25 12 230.5 0.17887

>10cr.  to < 50 cr. 20 5 4 131.675 -0.4987

>5 cr.  to  <10cr 20 17.5 8 208.1 0.05386

<5 cr. 20 3.5 4 138.1 -0.4278

Equity issues atPar 20 8.5 7 182.6 -0.0334

Bonds 20 7 3 115.975 -0.641

CCPS 20 0 0 39.3 -1.4115

Eastern 20 8.5 4 156.825 -0.2694

IPO 20 51.5 17 285.575 0.71884

Listed (FPO) 20 38.5 19 289.425 0.65318

Public sector 20 63.5 19 312.125 0.92664

Northern 20 19 10 204.325 0.0675

Others 20 1 3 87.725 -1.0073

Equity issues at Premium 20 50.5 18 300.1 0.77175

Private sector 20 70.5 18 313.85 0.94139

Public 20 5.5 2 105.075 -0.7161

Right 20 26.5 15 249.25 0.36645

Southern 20 21 11 229.225 0.24868

Western 20 35.5 19 280.275 0.61771

All 400 19 199 200.5 0.00727
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Background

In India, large number of companies have higher 
proportions of shareholdings bypromoters. There were 88 
of 153 companies,around the time of this study, with market 
capitalization above Rs. 100,000 million,in which promoters’ 
sharewasgreater than 60%1. It has been established long 
before that wider participation of investors facilitates efficient 
capital market operation,results in higher liquidity, and helps 
better price discovery, which is the ultimate objective of any 
stock Exchange. All these lead to avoiding manipulation and 
price rigging by dominant players and thus protectretail and 
minority shareholders’ interest. 

“On the other hand dispersed shareholding can be value 
destructor”,as observed by Manoj Pant and Manoranjan 
Pattanayak2. Their study confirms that “…with an increase 
in insider ownership stake, firm value initially increases. At 
the initial level of ownership, either insiders do not have 
a substantial stake to entrench themselves or they have 
incentives to perform more to acquire more ownership stakes. 
The market discipline may force the insiders to pursue value 
maximisation, despite their lack of personal incentives to do 
so at this low level of stake. …. But, when their stake exceeds 
20% they have a reasonably high stake in the firm. They play 
a crucial role in the decision-making process”.

Abstract

This paper examines effectiveness of Offer for Sale (OFS) 
as a tool to divest Promoters’ shareholdings of a listed 
entity in compliance with specific regulations promulgated 
by the Securities and Exchange Board of India. It is based 
on analytical study of sixty-six OFSs. Specific instances 
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They also observed that’ “it is very hard to note the exact 
source of entrenchment as earlier studies ascribed it to a 
number of factors: status as a founder, increasing voting 
power, increased tenure with attachment to the firm, lower 
employment of professional managers, and dominance of 
insider over outside directors in the board. As and when their 
ownership stake goes beyond 49%, there is a convergence 
of interest with the firm. They have very high interest in the 
firm as they have to bear maximum loss for each dollar loss. 
Also, as per the monitoring hypothesis, with greater ownership 
stake insiders keep an eye onother constituents of the firm 
and the firm gets rid of the free rider problem associated with 
dispersed ownership”.

Practical problems arise when the promoter, group of 
promoters and / or promoter group entities;hereinafter 
collectively called as the Promoter;look out for avenues for 
divestment. The erstwhile regulations for divestment in India 
were plagued with lengthy, time consuming and inefficient 
procedures. 

K. S. Chalapati Rao in his research3 observed that, Rs. 9,894.07 
Bln. is the value of promoters’ excess holding in 227 companies 
at the end of Mar’10 when compared with minimum public 
shareholding of 25%. This study included giant public sector 
companies. Offloading this quantum requires efficient 
processes along with transparent mechanisms.In 2012 The 
Securities and Exchange Board of India (SEBI) introduced 
the new regulation ‘Offer for Sale’ (OFS).

Objective

This paper aims at critically analysing the new OFS process 
and assessing its effectiveness as a tool for price discovery in 
secondary capital market for equity shares before Promoters 
actually divest.

Efforts have been made to identify whether any arbitrage 
opportunities can get created due to operation of OFS 
simultaneously with the ongoing regular dealings of the stock 
in the concerned stock exchange, herein after referred as the 
Exchange. 

It also examines whether one of the major objectives of SEBI to 
provide a platform to the divesting Promoters for discovering 
the true price of their shares could be achieved or not and 

whether any lacuna has crept-in, which needs to be dealt with 
to make OFS more effective and robust. 

SEBI’s Circulars for OFS

SEBI, vide its circulars CIR/MRD/DP/18/2012 dated July 
2012, and CIR/MRD/DP/04/2013 dated January 25, 2013, 
has permitted the concerned Exchanges to provide a new 
window for OFS. The same will be separate from the existing 
trading system for normal market segment, to facilitate 
Promoters of listed companies to dilute and / or off load 
holdings in a transparent manner for price discovery with 
wider participation.4The said two circulars essentially define 
OFS and lay down certain processes, which provide a separate 
channel with an interface to bid for shares to be divested by 
Promoters.

Research Work

The steps for OFS,included in SEBI’s circular, have critically 
been analysed and examined with the objective to appreciate 
how the process differs from the earlier so called inefficient 
methods for divestment of Promoters’ share. 

Earlier,Promoters had to use SEBI’s regulated procedure 
for Follow-on Public Offer (FPO)5 for dilution of their 
shareholdings, which were also being used for further issue 
of shares after the Initial Public Offer (IPO). While FPO and 
OFS have some similar purposes, they are poles apart when 
in terms of actual procedure. An OFS steals a march on an 
FPO due to its simplicity.

For initiating a FPO, a company firstfiles it with SEBI for 
approval, appoints lead managers, performs most of the 
paperwork and follow steps as are mostly required for IPO. 
Then a price band is defined within which the investors should 
bid. Once the offer is launched, it is required to be kept open 
for at least three to ten days. Allotment begins only after the 
issue closes. The time taken for allotment and listing of new 
shares is usually up to twelve days. Multiple bids by the same 
investor are not allowed. Altogether it takes about twelve 
weeks for a Promoter to divest through FPO.OFS has a great 
deal of difference from FPO.

Sixty-six cases of OsFS during the period from March 1, 2012 
to December 31, 2015 by Promoters of listed companies 
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have been studied. These companies are from 27 different 
sectors.The authors have also studied background of divesting 
companies, their operating performance, prevailing overall 
economic environment and business ecosystem of the 
concerned industry sector.Prices prevailing in the secondary 
capital market immediately before and after respective OFSs 
were also studied to analyse and appreciate the following:

l To what extent the prices, offered by respective companies 
for OFS, were above or below the price that prevailed on the 
day before and after the date of OFS;

l In how many instances the floor price for OFS was open 
and kept undisclosed from investors before bidding and how 
that impacted the price bidding against OFS; 

l Analyses of peculiar features of certain bids to draw 
inferences, and observe behavioural patterns of Promoters 
in fixing floor price;

l At what price the actual OFS deal was executed;

l Repercussions and implications of the OFS on trading done 
by regular investors in the secondary capital market; and

l Returns to investors through OFS based on market prices 
that prevailed after ninety days from the date of OFS.

Extensive research has been conducted to trace out whether 
in any other developed, emerging, or developing country there 
is any practice and / or regulation related to divestment of 
Promoters’ shares similar to OFS. But no such instance could 
be traced.Hence, this research has been conducted based on 
SEBI’s regulations; reports and analytical studies in printed 
media and reports from stock exchanges. 

Steps and Processes

The following paragraphs summarise major steps of OFS 
process,as promulgated by SEBI:

1. The Promoter first engages brokers and files a declaration at 
least one day before the specific OFS actually opens for others.
Thedeclarationcontains details such as number of shares on 
offer, designated stock Exchange(s), date and time of opening 
and closing of OFS, allocation and allotment methodology 

vis-à-vis applications made, names of brokers on behalf of 
Promoter, date and time of declaration of floor price, etc6.

2. The Promoter can opt for any one of the two options for 
indicating the price or not. He can declare the ‘floor price’ after 
trading hours of a day before the specific OFS opens at the 
designated stock Exchange(s), which informs the public about 
the same. Alternatively he can submit the floor price in a sealed 
envelope to the stock Exchange(s) which is not disclosed to 
anyone and not even to the Promoter’s brokers. This floor price 
is revealed after conclusion of the concerned OFS.

3. The bidding process for OFS runs simultaneously during 
the usual trading hours of the Exchange. All orders through 
such bids are collected by brokers through a separate window 
provided by the Exchange. Orders and funds are processed 
during the same time on the Exchange platform. The Exchange 
at specified intervals provides information on bid quantity to 
the participants.

4. From time to time the Exchange discloses the ‘indicative 
price’ which is volume weighted average price of all the valid 
and confirmed bids. Bids will be halted if the stock price 
hits the circuit filter in normal trading window. Trading is 
suspended if the maximum permissible limit is hit in either 
direction.

In OFS only limit orders are allowed and one buyer can place 
multiple orders. When an investor places a limit order, the 
directive to the broker is that the investor does not want the 
market price, but that he /she wants the stock price to move 
in a certain direction before the order is executed. 

Any bid below the floor price will not be accepted if the floor 
price is disclosed. One fourth of the total number of shares 
offered through an OFS are reserved for insurance companies 
and mutual funds. 

5. Allocation under an OFS is done on either of the following 
bases7.

a. Price Priority - Allocation is done on multiple prices. In this 
method the highest price bidder gets maximum preference 
and every bidder above the clearing price gets allocation on 
price priority basis. The clearing price is determined by the 
Promoter and the appointed investment bankers on the basis 
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of the demand and supply for shares.

b. Proportionate Basis - The Allocation is done on a single 
price. In this method every bidder whose bid is at or above the 
clearing price gets allocation of shares on proportionate basis.

6. Allocations and obligations resulting thereof are intimated 
to the brokers on the transaction or trade day, called the T 
day, generally two or three hours after the OFS is closed. The 
settlement of each OFS session will be on T+1 day or T+2 day 
depending on the type of bids placed. For 100% margin bids 
pay-out will be on T+1 day and for 0% margin bids, pay-out 
will be on T+2 day at 1 p. m. The pay-out of both the days will 
be under the same settlement number. Brokers will have to 
issue contract notes to their clients based on the allotment 
price and allotment quantity.

Regulatory Provisions8and9

The regulatory provisions related to OFS can briefly be 
delineated in the following lines.

The following are eligible for OFS in India:

a. All Promoter(s)/Promoter group entities of listed companies 
that are eligible for trading and are required to increase public 
shareholding to meet the minimum public shareholding 
requirements in terms Rule 19(2)(b) and 19A of Securities 
Contracts (Regulation) Rules, 1957 (SCRR), read with clause 
40A (ii) (c) of Listing Agreement promulgated by SEBI.
b. Any non-Promoter shareholder of eligible companies, 
holding at least 10% of share capital, can also offer shares 
through the OFS mechanism.
c. In case a non-Promoter shareholder’s offer, the Promoter may 
participate subject to compliance with applicable provisions 
of SEBI (Issue of Capital and Disclosure Requirements) 
Regulations, 2009 and SEBI (Substantial Acquisition of Shares 
and Takeovers) Regulations, 2011.
d.  Promoters of top 200 companies by market capitalisation 
in any of the last four completed quarters are eligible, subject 
to certain regulatory compliances. 

For (a) and (b) above, the Promoters should not have purchased 
and/or sold shares of the company in twelve weeks’ period 
prior to the offer and they should undertake not to purchase 
and/or sell in twelve weeks’ period after. However, within such 

cooling-off period the Promoter can offer shares only through 
OFS or Institutional Placement Programme (IPP) as per another 
SEBI regulation with a gap of two weeks between successive 
offers. The above shall also be applicable to Promoters and 
Promoter group entities who have already offered their shares 
through OFS or IPP.

2. SEBI has subsequently advised to stipulate a minimum 10% 
of the OFS issue size to be reserved for retail investors, who 
may bid for amount less than Rs.200,00010. The objective is 
to encourage participation of small investors.

3. Advertisements for the OFS for any entity’s shares through 
Exchange(s), if to be done, shall be issued after notice is 
submitted for the same to the Exchange(s) in accordance 
with prescribed guidelines.

4. The size of the offer shall be for a minimum amount of Rs. 
250 Mln.However, the size can be less than that if the OFS 
is for achieving minimum public shareholding of 25% in any 
company in a single tranche based on a separately regulatory 
requirement of SEBI.

5. The duration of any OFS shall be as per the trading hours 
of the secondary market and shall not exceed one trading day.

6. Orders with cent percent of margin paid upfront by 
institutional investors and non-institutional investors can 
be modified or cancelled at any time during the trading 
hours. Orders without paying upfront margin by institutional 
investors only cannot be modified or cancelled except for 
making upward revision in the price or quantity.

7. Cumulative bid quantity shall be made available online to 
market throughout the trading session at specific intervals in 
respect of orders with 100% upfront margin and separately in 
respect of orders placed without any upfront margin. 

8. If the security has a price band in the normal segment, 
the same shall not apply for the orders placed through the 
separate window for OFS.

9. The clearing house, which functions for settlement of OFS 
transactions, shall collect cent percent margin in cash from 
non-institutional investors. In case of institutional investors 
who places orders:
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l  With cent percent of margin upfront, custodian confirmation 
shall be sent within trading hours,

l  Without upfront margin, custodian confirmation shall be 
as per existing rules of secondary market transactions. 

The funds collected shall neither be utilized against any other 
obligation of the trading member nor co-mingled with other 
segments. 

10. Minimum 25% of the shares offered shall be reserved 
for mutual funds and insurance companies, subject to the 
allocation methodology. Any unsubscribed portion thereof 
shall be available to other bidders. No single bidder other 
than mutual funds and insurance companies shall be allocated 
more than 25% of the size of any OFS.

11. An OFS can be withdrawn prior to its proposed opening. 
In such a case there will be a cooling-off period of ten trading 
days from the date of withdrawal before another OFS.

12. Cancellation of an OFS is not permitted during bidding 
period. If the Promoteror any individual adopting the process 
of OFS fails to get sufficient demand at or above the floor price 
and if there are cases of defaults in settlement obligation,the 
seller may choose to either conclude the offer or cancel it. 

Analyses of OFS Cases

Sixty-six OsFS11 of Indian companies,during the period from 
March 1, 2012 to December 31, 2015,have been studied. Certain 
relevant information, collected from the website of BSE, have 
been presented in Appendix – I.During this period the last 
OFS was on August 24, 2015. In the following analyses the 
following seven data points have been considered:

1. Floor Price – The minimum allotment price in case of OFS;
2. Disclosure of Floor Price – Yes or No;
3. Closing price of stock  – On day before OFS (OFS-1), On 
day of OFS, on day after OFS (OFS+1);
4. Indicative Price;
5. Number of shares on offer;
6. No. of times the OFS has been subscribed; 
7. Type of allotment – Price Priority Method or Proportionate 
Basis;
8. Type of Company – Domestic or MNC; and 
9. Sector
Offers which have shown some peculiar behaviour regarding 
floor price, subscription levels, etc. have been listed for further 
review. The following is a summary of observations for more 
analyses to start with:  

Subsequent Price Movement vis-a-vis Nature of Floor Price in OFS  (March 1 2012 to December 31, 2015)

OFS Price Disclosed 
or Not Disclosed

Total No of OFS 
Studied

Floor Price  as Compared to  Previous Day’s Closed Market Price 

Above Below Not Available

1 2 3 4 5 6 7

Count Count % Count % Count %

Disclosed        

   MNCs 8 0 0 7 12 1 20

Domestic 45 3 100 42 72 0 0

  Subtotal 53 3 100 49 84 1 20

Undisclosed        

   MNCs 2 0 0 2 3 0 0

Domestic 3 0 0 3 5 0 0

  Subtotal 5 0 0 5 9 0 0

Not Available        

Cont...
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   MNCs 1 0 0 1 2 0 0

Domestic 7 0 0 3 5 4 80

  Subtotal 8 0 0 4 7 4 80

Grand Total 66 3 100 58 100 5 100
Table - 1: Source: Field study

One can observe the following from the above Table:

1. Out of total 66cases, data is available for 58 OsFS indicating 
whether floor prices were disclosed or not and in 61 cases 
floor prices were available.

2.  Out of 58 cases for which disclosure related information is 
available, in 53 (90%) cases floor prices have been disclosed. 
This includes 8 out of 11 cases of multinational companies 
(MNCs).

3. Again out of 61 cases for which price related information 
was available,floor prices were fixed below the previous trading 
day’s closing market price for58 (95%) OFSs. These include 
10 out of 11(90%) cases of MNCs. 

It can, therefore,be inferred that Promoters in general have a 
tendency to disclose floor price and fix OFS price below the 
previous day’s closing traded price. The emerging behavioural 
pattern appears to be their anxiety for the probable effect 
that the OFS will not be fully subscribed unless prices are 
not disclosed and fixed below the closing price of previous 
trading day.

Analyses of Specific Cases

The specific sample 9 cases,out of total sixty-six, have been 
divided intothe following three major categories for more 
detailed analysis:

A. Category A- Floor price was very low as compared to the 
previous trading day’s closing price;

B. Category B - Reasons for under subscription of OFS are to 
be analysed in details; and 

C. Category C - Other general cases.

Such cases have been highlighted in bold letters in Appendix 
– I. For subsequent analysis, the items stated in immediate 
following paragraph have been considered for keeping matters 
simple and easy comprehension of the main findings and 
inferences. 

In all the four subsequent figures,the mentioned date is the 
date on which the OFS was offered or one day before OFS 
date depending upon availability of Chart in the website of 
BSE. The horizontal axis represents time periods considered 
for reviewing movements in price starting from July 1, 2012 
to January 1, 2013 and so on over the years, except in Figure 
- 4 for which the price points were on January of every year. 
The dot on the price line denotes the price point on the date 
of OFS. 

All prices of stocks have been indicated in Indian Rupee (Rs.) 
and volumes in Million Nos. stated as ‘M’ or in thousands 
stated as ‘K’. Decimal places have been rounded-off to the 
next number if the same was above 0.5 for both the purposes 
of absolute value of stock prices and percentage calculations.

A. Cases where the floor price was very low com-
pared to the previous day’s closing price

i.MMTC(June 13, 2013 - Serial number 29 of Appendix 1)

MMTC is a valuable public sector company since 1963.It 
deals with precious and other metals, minerals, coal and 
hydrocarbon, commodities like agro products, fertilizer, etc.
both in domestic and international markets.

The floor price was set at Rs. 60 for OFS when its market price 
was Rs. 210, i.e., at about 71% discount to the market price.
The disclosed indicative price was Rs. 60.86. Shareholders 
panicked and started selling, which led to the stock hitting 
lower circuit at 10%, on two consecutive days resulting inlarge 
destruction of their wealth.
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Figure 1:  MMTC Ltd.– Movements in stock price before 
and after OFS

Source: Website of BSE.

ii. Hindustan Copper Limited(November 23, 2012-  Serial 
number 57 of Appendix 1)

This company is a vertically integrated large multi-unit copper 
producer, engaged in a wide spectrum of activities ranging 
from mining to different types of finished goods.
The floor price was set with 42% discount at Rs.155 when 
the market price was Rs. 266. The indicative price disclosed 
was Rs. 157. The shareholders started selling to prevent huge 
losses and as a result the stock hit lower circuit (20%) on 
two consecutive days. Within two days the stock lost 36% 
of market value.

Figure 2:  Hindustan Copper Ltd.– Movements in stock 
price before and after OFS

Source:  Website of BSE.

It is a good example to demonstrate how shareholders’ wealth 
is lost due to under-pricing of OFS. Probably management 
of the Company has realised this and, therefore, their next 

OFS was priced at a floor price of 70 which was only at 3% 
discount to the previous day’s closing price. 

iii.  AstraZeneca PharmaIndia Ltd.(May 28, 2013 - Serial 
number 39 of Appendix 1)

AstracZeneca manufactures basic drugs, pharmaceutical 
formulations, fine chemicals and industrial chemicals. It is a 
mid-size profit making company. Its OFS was oversubscribed 
to around five times because of very low disclosed floor price 
of Rs. 490 at 39% discount to the closing market price Rs. 
805 on the day before OFS. 

But the indicative price ofRs. 567,resulted inabout 17% fall in 
the price on the OFS declaration day reducing to about Rs. 
669, as compared to Rs. 805. The allotment price was Rs. 620, 
which was about 7% below the OFS day closing price of Rs. 
669. Hence there was no further fall in the price.

Figure 3: AstraZeneca Ltd – Movements in stock price 
before and after OFS

Source: BSE Website.

The above analysis indicates that when the floor price is at 
a steep discount to the previous day’s closing price, existing 
shareholders should exercise caution as the same stock may 
destroy their wealth. 

B. Cases for which reasons for undersubscription 
of OFS to be analysed

The following four have been identified which the present 
authors consider as the major reasons for under subscription 
of shares in response to respective OFSs:
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1. Issue size is very big in comparison to what the market 
can absorb;

2. The stock has not been performing well immediately 
before the OFS;

3. The floor price is not attractive as compared to the price 
in the secondary market;and 

4. Economy is not doing well and hence the timing of the 
OFS has not properly been planned. 

The following OsFS are cases in point, which support the 
above observations. 

i Oil & Natural Gas Corporation(ONGC) (March 1, 2012 
-  Serial number 66 of Appendix 1)12

ONGC is one of the largest profit making companies, engaged 
in exploration and production of crude oil and natural gases. 
The Company has six overseas joint ventures for oil fields. 

This was the first stock where Central Government,being 
the promoter, diluted its stake. The floor price was set at 1% 
discount to the market price of Rs. 293 on OSF-1 day. Also 
the stock’s performance was average for previous couple of 
months. So there was no incentive for investors as the floor 
price was not attractive. As a result, the OFS was heavily 
undersubscribedfor14 M as against total offer of 427 M. 
Around the time of closure the Exchange disclosed that 
bids for 420 M shares were finally received. 

It was later disclosed that the issue could achieve 98% 
subscription because Life Insurance Corporation of India 
(LICI), the largest institutional investor,invested around Rs. 
110,000 Mout of total Rs. 124,050 M. Incidentally it was 
the biggest ever OFS in India. 

One can infer that perhaps the retail investors were looking 
for more discount.On the other hand the issue size was 
a cause of concern as ONGCwould have lost large cash 
flow if floor price would have been fixed at 10% discount.
Moreover, there were some sense of pessimism in market 
due to European crisis around that time.It can, therefore, 
be inferred that retail investors in general at the market 
place did not support this OFS.

ii Wipro Ltd. (Date of OFS March 14, 2012 -  Serial number 
65 of Appendix 1)

Wipro is engaged in IT, ITEs, computer related technologies, 
consulting and design activities. It also deals in other 
consumer products and considered as one of the most 
respected and successful large enterprises. This was the 
second and the first private stock for which thePromoter 
diluted stake through OFS. 

Here again, the floor price, which was fixed only at 3% 
discount to the previous trading day’s closing price of Rs. 
431, was not much favourably reacted by investors. It was 
gathered from published reports that blind bidding has led 
to under subscription.

Timing for this offer was also not very appropriate, as the 
investors were not in a mood to invest due to prevailing 
negative sentiment triggered by European crisis. Thus, this 
OFS was subscribed only 0.71 time. It is relevant to note 
here that out of the first seven OFSs announced in2012 the 
maximum subscribed OFS was 1.29 times.

iii. Pioneer Distilleries Ltd. (PDL) (Date of First OFS 
October 23, 2012 -  Serial number 11 and 60 of Appendix 1)

PDL manufactures alcohol and related by products. It also 
generates electricity frombio-gas and bio-mass.This OFS 
was subscribed only0.06 time of quantity despite being 
offered at Rs. 38, being 83% of previous day’s closing price. 
The reason for such a fiasco is related to the stock’s past 
performance.As is evident from Figure - 4, price of this 
stock had fallen from a high of Rs. 94 on February, 2011 
to a low of Rs. 25 on August 30, 2012, i.e., a fall of 73% in 
about eighteen months. 

The shareholders were fast losing money. However, suddenly 
there was a spike in price due to rally in market. PDL’s 
management thought it was the right time for OFS. But 
the investors’ view was just the opposite, as they needed 
some stability in the stock before making any investment. 
Hence the stock was unable to gather much traction and 
the OFS was a complete failure. Their management could 
have waited for some time till the stock’s performance would 
have stabilised.
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Figure 4: Pioneer Distilleries Ltd. – Movements in stock 
price before and after OFS

Source: BSE Website 

Probably this is the reason for which PDL was able to garner 
much better attention in its next OFS after 23 months on 
September 24, 2014, which was subscribed 3.97 times. The 
closing market price on the day before the second OFS was 
Rs. 60, which also did play a major role.  The floor price was 
set at 83.33 % lower at Rs. 10. The OFS was finally allotted 
at Rs. 39. In the first occasion of OFS both the floor and 
allotment rates were Rs. 38.

Inferences that can be drawn from this B Group is that 
management should consider certain major factors while 
deciding for an OFS, viz.:

i. General condition of prevailing business environment and 
the state of affairs of the country’s macro-economy;

ii. Impacts from certain developments that may / will affect 
the market sentiment, including coupling effects from events 
in international arena, 

iii.  Actual operating results in immediate prior financial periods 
and guidance about projected performance of the entity which 
management has communicated to all stakeholders. 

All these factors are important from the perspective of 
the theory of efficient market hypothesis.They should also 
carefully select the option of announcing floor price or keeping 
it undisclosed till completion of bidding, as it has major 
implications in investors taking decision about subscribing 
through OFS or not. 

C. Other Cases

i. Gillette India Limited (Date of OFS November 13, 2013 -  Serial 
number 19 of Appendix 1) 

Gillette, a profitable joint venture between Gillett group of 
the US and Poddar Group of India, manufactures varieties 
of shaving razors and blades, stationery products and small 
electrical appliances.The company did set floor price after 
16% discount at Rs.1,650 as against previous day’s closing 
price of Rs. 1964. The indicative price discovered was  
Rs. 1,926 and the offer was subscribed 1.36 times. This cheered 
up shareholders in secondary market and closing price was 
Rs.2,056 onthe day of OFS. The shares were allotted at  
Rs. 1,801 and triggered a decline in price. The stock finally closed 
at Rs.1,933 on the next day. 

It can be observed that as the floor price was set at a much 
lower level, investors through OFS clearly had an advantage over 
existing shareholders. Through a more rationally determined 
floor price the company could have managed to better serve 
existing shareholders’ interest, besides enabling Promoters to 
mop up more cash. This was possible because both Gillet’s 
operating performance and timing for OFS were good with the 
mood of investors.

ii. Videocon Industries Limited (VIL September 24, 2013 -  
Serial number 21 of Appendix 1) 

VIL manufactures consumer durable electronics and home 
appliances. The Company also deals in oil and gas exploration 
and extraction. The floor price was set at Rs. 177, which was 
almost equal to the previous day’s closing price. The indicative 
price was Rs. 179 and the allotment took place at Rs. 178. The 
entire pricing process took place smoothly and provided no 
arbitrage or windfall gains to existing investors or those through 
the OFS route.Because there was hardly any difference in all 
the three prices. 

The leaning point here is that floor price should not be at a 
steep discount from the price prevailing in main secondary 
market, unless there is any compulsive reason.

iii. Oberoi Realty Limited (ORL) (September 26, 2013 – Serial 
number 20 of Appendix 1)
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ORL is a real estate developer with focus on premium dwelling 
units. They also have a diversified portfolio of projects covering 
other segments of real estate, which target upper end of market. 

Floor price of Rs. 158 for OFS was at a discount of 6% of 
previous day’s closing price of Rs. 168.15. The indicative price 
was discovered at Rs. 167 and the allotment took place at Rs. 
168.ORL’s OFS was subscribed 1.62 times.Management could 
time the OFS well and did not understate the floor price much 
below the price of OFS -1 day.

From this analys is of C Group cases it can be inferred that the 
Promoters need to evaluate the right time to enter the market 
for OFS when both the stock’s performance and market as a 
whole are doing well.Floor price is also to be rationally fixed 
to ensure that there is no arbitrage and thus shareholders’ 
wealth is not eroded. 

Findings from analyses of all OFSs

Furthercombined analytical study of all the sixty-six cases, as 
listed in Appendix-I,lead to the following additional observations 
and assessment of resultant impacts of OsFS categorised based 
on certain common features.

1. OFS allotment price is less than the closing price on the 
day of OFS:

Closing prices fell on the trading dayimmediately next to the day 
of allotment as compared to the OFS day closing price in four-
fifth of 46 cases as listed - II. These cases have been indicated 
with negative sign and cases of increase without any sign.Such 
a result strongly helps validating the obvious learning point that 
retail investors in main market segment picked up cues about 
forward looking directional changes in prices as compared to 
the prices that were explored through the OFS route. 

There werealso declines in prices of stocks, for which OFS 
allotment price was at a discount of 10% or more, on the very 
next trading day in 8 out of 9 such cases as listed in Appendix - 
III. This finding can be used by the intraday traders for purchase 
price decisions. The immediate reaction of traders in the main 
secondary market is with negative sentiment.

2. OFS allotment prices equal to the floor prices and closing 
prices on the day of OFS greater than the allotment price

Closing prices went down on the next to OFS day. This has 
been true in 20(87%) out of total 23 such cases, as listed in 
Appendix - IV. Such a directional change can also be used 
by traders who make money from intraday movements. The 
intraday traders should remain away from these stocks which 
have shown such behaviour.

Combining the cases listed in immediate paragraphs 2 and 
3above,it can be observed that in cases where allotment prices 
are equal to the floor prices, and are lower than closing prices 
on the day of OFS, there is a tendency of the prices to fall on 
the next day’s trading.

3. Price movements after ninety days of OFS

Only 18(35%) stocks out of 51 have shown positive returns. In 
other words OFS has led to destruction of wealth in about two-
thirdcasesas is evident from Appendix - V. To add more to this 
malady, the authors observed that if an investor would have 
invested Rs. 1,000 in each of these OsFS with total investment 
of Rs. 51,000, he / she would have been poorer by 2.61% after 
90 days with cumulative investment value down to Rs. 49,670.
Remaining more than one-third include: 

l Delisted cases after OFS - 6;

l Cases for which allotment prices were not available - 6; and 

l Prices increased after 90 days of OFS - 3.

4. Exploitable Gap in OFS Process 

The gap gets created when floor price remains undisclosed. The 
bidders can quote for very high quantities at low prices and 
thus can exploit OFS for unusual benefit. This can adversely 
impact indicative price against an OFS and thus can result in 
serious wealth destruction.

As per the extant OFS Regulation of SEBI, indicative price is 
the weighted average price of valid bids. But when the floor 
price remains undisclosed all the bids are considered valid 
and hence bids with exorbitant lower prices are also valid. 
This very low quoted bids with high volume drives down the 
indicative price. Because the indicative price becomes low,as 
compared to the spot rate,retail investors and intraday players 
start panicking and sell holdings. Thisacceleratesprice declining 
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process and the stock hits lower circuit resulting indestruction 
of shareholders’ wealth.

Such a situation can also be exploited by the market participants 
by short selling the stock in futures marketat the beginning of 
the OFS day and buy towards the end of day. 

Conclusions

Keeping in view the above discourse, the following conclusions 
can be drawn:

1. OFS, as was introduced by SEBI in 2012, is an effective 
regulated process. It brought in some sense of method in 
divestment by Promoters for which nothing, worth the name 
a regulated framework, was available before.The present OFS 
framework has the following advantages: 

a. It allows Promoters to dilute holdings through the Exchange 
with faster regulatory clearances, and without much paperwork, 
and expensive roadshows, etc.
b. It is a relatively faster and friendly, yet a controlled and 
transparent mechanism for the Promoters to liberate funds, 
locked up in a listed entity, post stabilisation of operations 
and profitability.
c. Funds liberated through such OFS, can again be invested by 
the Promoters in search of excellence and more value creation 
in some other business opportunities. Therefore, it provides a 
mechanism that helps more capital investments for economic 
development of the country. 
2. OFS did assume critical importance in the context of the 
then mandatory requirements in India for diluting Promoters’ 
stakes in private companies to 75% by June 2013 and state run 
listed firms to 90% by August, 2013. It will continue to help 
Government further divestment and thus better managing the 
country’s fiscal deficit problem.
3. Some Promoters seem to have not properly understood this 
tool and / or have not effectively administered it in terms of 
timing, fixation of prices and exercising options for keeping floor 
prices open or closed. These in turn have led to destruction of 
shareholders’ wealth as could be observed in cases like MMTC, 
AstraZeneca, etc. 
4. Value erosion in shareholders’ wealth mainly takes place 
due to setting of floor price at a high discount to the prevailing 
market price. Such decisions mostly emanates from informed 
judgement being taken without keeping in view the organisation’s 

performance and stability, contemporary business ecosystem 
and prevailing sentiment in the secondary capital market due 
to several domestic and international factors. 
5. Erroneous decisions regarding timing, floor price fixation and 
keeping the same being open or secret may erode huge values 
for large and very successful companies like that ONGC, Wipro 
as have been narrated above. 
6. Certain gaps and weaknesses in the SEBI’s regulations could 
also be identified which can be exploited by bidders leading to 
serious deterioration in shareholders’ wealth. SEBI may like to 
consider certain recommendations of present authors detailed 
in the next section for making OFS process more robust and 
effective. 

Recommendations

The following are the present authors’ recommendations 
to render OFS more efficient as a regulated framework for 
divestment by Promoters from the perspective of all concerned. 

1. The floor price should not be set at a high discount to the 
prevailing market price and it may be in the range of 0-10% to 
the market price that prevailed a day before the OFS depending 
upon performance of the stock and prevailing overall market 
conditions. 
2. The Promoters should be very careful regarding timing as 
there can be high chances of lower subscription and subsequent 
deterioration in market price if prevailing market sentiments 
are not good. If prevailing market prices of the company or its 
sector peers are volatile,the management should wait to allow 
the environment to stabilise before planning for OFS. 
3. Promoters can issue OFS in tranches,while remaining within 
the regulation. The first OFS can be used as more of a market 
exploratory exercise. This will facilitate better market price 
discovery in the subsequent one or more tranches of OFS for 
the same stock. 
4. OFS bidding process should be kept open for moredays to 
increase number of bids, and those should be accepted on 
a twenty-four hours basis so that overseas bidders can also 
participate. 
5. Promoters should not be given the choice to disclose or not 
to disclose floor price. It should be mandatory to disclose, as in 
absence of floor price the market can be manipulated by players.
6. SEBI may consider to include certain additional guidelines 
in respect of the following:
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i. Selection of time for OFS propositions
One major factor that may be considered is the range 
of price volatility within a given number days before the 
OFS date vis-a-vis the concerned index of the Exchange. 
For example the index may be NIFTY and / or the Sector 
Index, e. g, FMCG; and the market segment, e. g, Midcap 
or Smallcap to which the entity belongs.

ii. Timing of OFS
Banning of a defined period of days for OFS before and 
/ or after certain major events that might have already 
happened or is due to happen in domestic and or global 
economic environment which may have large impacts or 
may influence market movements and volatilities. For 
example these may include any major upheaval in world 
market that may affect domestic business through coupling 
effect, etc.

iii. Introduction of upper and / or lower caps for fixing floor 
price
Floor price,as compared to the previous day’s closing price 
or average of such closing prices of a given number days 
before OFS date, should be subject to some upper and 
lower limits. While introducing a framework for this,specific 
reference may be made to past financial performance of 
the entity as well as return from the stock in secondary 
market.All these can be done through specific notifications 
from time to time or through general guidelines, e.g., range 
of price fluctuations like the Exchange does for invoking 
circuit filters. 

Further empirical research needs to be conducted by contacting 
all those companies and their Promoters. Objective will be to 
understand and appreciate what have gone wrong and right, 
what are the learning points for other entities who may use 
this tool in future, as well as their own recommendations to 
SEBI.The overriding objective is to render OFS framework more 
effective, robust yet user friendly.   

Developing and emerging countries may consider to adopt such 
OFS mechanism with due modifications befitting the long term 
business ecosystem of that country.

Bibliography
1. Comprehensive Guidelines on Offer for Sale (OFS) of Shares by 
Promoters through Stock Exchange Mechanism. Circular Number 
CIR/MRD/DP/04/2013 dated January 25, 2013.
2. Manoj Pant and Pattanayak, Manoranjan (2007). Insider ownership 
and firm value: evidence from Indian corporate sector. Economic and 
Political Weekly. Vol.42 No. 16, pp. 1459 -1467.
3. Rao, KS Chalapati (2010). Ensuring Minimum Public Holding in 
Listed Companies, Economic and Political Weekly, pp 44-50.

4. Comprehensive Guidelines on Offer for Sale (OFS) of Shares by 
Promoters through Stock Exchange Mechanism. Circular Number 
CIR/MRD/DP/18/2012 dated July 18, 2012.

Others 
https://www.edelweiss.in/tools/screener.aspx
http://www.bseindia.com/Static/Markets/PublicIssues/aboutOFS.
aspx?expandable=0
http://www.thehindubusinessline.com/portfolio/beyond-stocks/
how-an-offer-for-sale-differs-from-an-fpo/article7045725.ece
http://www.bseindia.com/markets/MarketInfo/DownloadAttach.
aspx?id=20140610-40&attachedId=668b7a97-dada-4a83-9b88-
b839e5cde743
http://www.bseindia.com/downloads/FAQForInvestors.pdf accessed 
on 18-07-14
http://www.bseindia.com/markets/downloads/Comprehensive_
Guidelines_OFS_SEBI.pdf
http://www.bseindia.com/markets/downloads/SEBI_Cir_250113.pdf
http://www.livemint.com/Money/l9cDrBhsXxNyE204aJdLIK/Sebi-
says-listed-state-firms-to-have-25-public-holding-in-t.html
http://www.nse-india.com/live_market/content/live_watch/offer_
sale/ofs_sale.htm
http://www.bseindia.com/markets/PublicIssues/OFShistorical_new.
aspx
http://ak57.in/ipo/ongc-offer-for-sale-turns-out-to-be-a-fiasco/5072/

Foot Notes
1https://www.edelweiss.in/tools/screener.aspx
2Manoj Pant and Pattanayak, Manoranjan (2007). Insider ownership 
and firm value: evidence from Indian corporate sector. Economic and 
Political Weekly. Vol.42 No. 16, pp. 1459 -1467.
3Rao, KS Chalapati (2010). Ensuring Minimum Public Holding in Listed 
Companies, "Economic and Political Weekly, pp 44-50.
4http://www.bseindia.com/Static/Markets/PublicIssues/aboutOFS.
aspx?expandable=0 accessed on 18-07-14.
5http://www.thehindubusinessline.com/portfolio/beyond-stocks/
how-an-offer-for-sale-differs-from-an-fpo/article7045725.ece 
accessed on 08-08-15.
6http://www.bseindia.com/markets/MarketInfo/DownloadAttach.
aspx?id=20140610-40&attachedId=668b7a97-dada-4a83-9b88-
b839e5cde743 accessed on 18-07-14
7 http://www.bseindia.com/downloads/FAQForInvestors.pdf accessed 
on 18-07-14
8http://www.bseindia.com/markets/downloads/Comprehensive_
Guidelines_OFS_SEBI.pdf
9http://www.bseindia.com/markets/downloads/SEBI_Cir_250113.pdf
10http://www.livemint.com/Money/l9cDrBhsXxNyE204aJdLIK/Sebi-
says-listed-state-firms-to-have-25-public-holding-in-t.html
11http://www.nse-india.com/live_market/content/live_watch/
offer_sale/ofs_sale.htm accessed on 18-07-14
12 http://ak57.in/ipo/ongc-offer-for-sale-turns-out-to-be-a-
fiasco/5072/



ESEARCH BULLETIN

Volume : 42 - I April 2016 160

Sl. No. Name of Company Offer Date Floor Price Rs. Closing Price 
(OFS-1)        Rs.

Closing 
Price (OFS)           

Rs.   
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(OFS +1)    Rs. 
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Price (OFS)                         

Rs.

Allotment 
Price         

Rs.

Price after 
90 days       

Rs.

Floor Price 
Disclosure    

Shares on offer  
(OFS-1)             

No

No. of 
Times Sub-

scribed
Type of Allotment Domestic / 

MNC Sector
Floor price as 

compared to   OFS-1 
day closing price

1 Indian Oil Corporation Limited 24-08-2015 387.00 394.85 378.10 394.85 NA 387.00 411.80  Disclosed 19,42,36,198 1.43 Price Priority Method Domestic Refineries Lower

2 Dredging Corporation of India Limited 21-08-2015 382.00 387.65 380.15 344.05 NA 382.00 367.00  Disclosed 1260000 1.66 Price Priority Method Domestic Shipping Lower

3 Power Finance Corporation Limited 27-07-2015 254.00 259.55 254.25 245.65 NA 254.10 242.80  Disclosed 5,28,01,628 1.80 Price Priority Method Domestic Finance - Term Lending Institutions Lower

4 Network18 Media & Investments Limited 08-07-2015 53.40 61.20 57.20 56.50 54.32 56.10 49.75  Disclosed 2,91,77,858 1.88 Price Priority Method Domestic Finance - General Lower

5 Rural Electrification Corporation Limited 08-04-2015 315.00 321.25 330.30 336.35 324.73 327.25 282.55  Disclosed 3,94,98,360 4.66 Price Priority Method Domestic Finance - Term Lending Institutions Lower

6 Accel Frontline Limited 27-02-2015 75.00 73.80 76.15 75.00 75.30 75.00 71.75  Disclosed 392009 1.52 Price Priority Method Domestic Computers - Software Medium & Small Higher

7 Accel Frontline Limited 12-02-2015 75.00 84.50 82.30 75.05 77.33 75.00 72.70  Disclosed 3256384 0.76 Price Priority Method Domestic Computers - Software Medium & Small Lower

8 Coal India Limited 30-01-2015 358.00 374.95 360.85 355.10 358.50 358.00 370.95  Disclosed 50,53,09,152 1.23 Price Priority Method Domestic Mining & Minerals Lower

9 Accel Frontline Limited 27-01-2015 75.00 88.50 85.50 88.05 NA 75.10 71.05  NA 3499647 0.63 Price Priority Method Domestic Computers - Software Medium & Small Lower

10 Steel Authority of India Limited 05-12-2014 83.00 85.25 82.90 82.25 83.45 83.50 66.85  Disclosed 18,58,73,638 2.01 Price Priority Method Domestic Steel Lower

11 Pioneer Distilleries Limited 24-09-2014 10.00 60.00 60.96 57.95 23.11 39.00 37.40  Disclosed 1368060 3.97 Price Priority Method Domestic Breweries & Distilleries Lower

12 Bharti Infratel Limited 07-08-2014 250.00 271.85 252.85 258.90 NA 250.00 291.40  NA 8,50,00,000 1.27 Price Priority Method Domestic Telecommunications- Equipment Lower

13 L&T Finance Holdings Limited 11-06-2014 74.00 81.90 77.80 76.35 72.77 76.00 70.15  Disclosed 27585744 3.19 Price Priority Method Domestic Finance - Investments Lower

14 Orient Green Power Company Limited 20-05-2014 10.50 13.15 13.70 13.10 NA 11.35 14.80  NA 7661400 1.32 Price Priority Method Domestic Power Lower

15 South India Projects Limited 26-03-2014 30.00 NA NA NA NA 30.10 NA  NA 493133 1.13 Price Priority Method Domestic Finance - General NA

16 L&T Finance Holdings Limited 14-03-2014 70.00 79.15 74.20 73.60 72.77 71.50 76.35  Disclosed 83258633 1.28 Price Priority Method Domestic Finance - Investments Lower

17 Schneider Electric Infrastructure Limited 29-01-2014 57.00 66.55 65.05 63.85 NA 62.10 92.90  NA 7479178 1.51 Price Priority Method MNC Power Lower

18 Dalmia Bharat Sugar and Industries Limited 22-01-2014 12.00 14.55 13.95 12.80 9.86 12.00 NA  Disclosed 3000000 1.55 Price Priority Method Domestic Sugar Lower

19 Gillette India Limited 13-11-2013 1650.00 1961.55 2056.35 1933.30 1925.66 1801.00 1986.95  Disclosed 2857744 1.36 Price Priority Method MNC Personal Care Lower

20 Oberoi Realty Limited 26-09-2013 158.00 168.15 174.00 166.15 166.93 167.50 229.00  Disclosed 11441069 1.62 Price Priority Method Domestic CoReal Estate Lower

21 Videocon Industries Limited 24-09-2013 177.00 177.75 173.70 170.80 179.37 178.25 172.85  Disclosed 1800000 1.00 Price Priority Method Domestic Consumer Goods - Electronic Lower

22 India Tourism Development Corporation Limited 02-08-2013 70.00 NA NA NA 70.39 70.00 NA  NA 4288470 1.09 Price Priority Method Domestic NA NA

23 The State Trading Corporation of India Limited 02-08-2013 74.00 74.65 74.30 72.90 74.01 74.00 171.00  Disclosed 613600 1.13 Price Priority Method Domestic Trading Lower

24 National Fertilizers Limited 31-07-2013 27.00 26.55 27.15 25.15 27.00 27.00 21.25  Disclosed 3,74,79,940 1.56 Price Priority Method Domestic Fertilizers Higher

25 Bajaj Corp Limited 19-07-2013 200.00 245.25 244.75 247.00 225.98 228.00 248.95  Disclosed 1,43,75,000 2.44 Price Priority Method Domestic Personal Care Lower

26 Hindustan Media Ventures Limited 11-07-2013 120.00 123.80 115.00 113.00 120.00 120.00 118.40  Disclosed 1939027 1.00 Price Priority Method Domestic Media & Entertainment Lower

27 BGR Energy Systems Limited 05-07-2013 118.00 126.65 123.35 121.65 119.24 118.40 108.35  Disclosed 2175364 1.72 Price Priority Method Domestic Infrastructure - General Lower

28 Hindustan Copper Limited 03-07-2013 70.00 72.35 70.30 67.90 70.00 70.00 63.65  Disclosed 37119152 1.18 Price Priority Method Domestic Metals - Non Ferrous Lower

29 MMTC Limited 13-06-2013 60.00 210.05 189.05 170.15 60.86 60.00 54.25  Disclosed 93312000 1.55 Price Priority Method Domestic Trading Lower

30 Tata Communications Limited 03-06-2013 196.00 206.50 195.15 196.00 174.41 196.00 167.55  Undisclosed 2750000 1.57 Price Priority Method Domestic Telecommunication Lower

31 BGR Energy Systems Limited 03-06-2013 163.00 192.95 169.55 163.60 167.99 163.00 100.15  Disclosed 4422830 0.51 Price Priority Method Domestic Infrastructure - General Lower

32 Essar Ports Limited 03-06-2013 77.00 78.00 77.65 76.25 78.76 77.00 68.75  Disclosed 2,26,71,161 0.90 Price Priority Method Domestic Infrastructure - General Lower

Summary of Offers for Sale with Compilation of  Relevant Data for Review and Analyses                 Annexture - I
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1 Indian Oil Corporation Limited 24-08-2015 387.00 394.85 378.10 394.85 NA 387.00 411.80  Disclosed 19,42,36,198 1.43 Price Priority Method Domestic Refineries Lower

2 Dredging Corporation of India Limited 21-08-2015 382.00 387.65 380.15 344.05 NA 382.00 367.00  Disclosed 1260000 1.66 Price Priority Method Domestic Shipping Lower

3 Power Finance Corporation Limited 27-07-2015 254.00 259.55 254.25 245.65 NA 254.10 242.80  Disclosed 5,28,01,628 1.80 Price Priority Method Domestic Finance - Term Lending Institutions Lower

4 Network18 Media & Investments Limited 08-07-2015 53.40 61.20 57.20 56.50 54.32 56.10 49.75  Disclosed 2,91,77,858 1.88 Price Priority Method Domestic Finance - General Lower

5 Rural Electrification Corporation Limited 08-04-2015 315.00 321.25 330.30 336.35 324.73 327.25 282.55  Disclosed 3,94,98,360 4.66 Price Priority Method Domestic Finance - Term Lending Institutions Lower

6 Accel Frontline Limited 27-02-2015 75.00 73.80 76.15 75.00 75.30 75.00 71.75  Disclosed 392009 1.52 Price Priority Method Domestic Computers - Software Medium & Small Higher

7 Accel Frontline Limited 12-02-2015 75.00 84.50 82.30 75.05 77.33 75.00 72.70  Disclosed 3256384 0.76 Price Priority Method Domestic Computers - Software Medium & Small Lower

8 Coal India Limited 30-01-2015 358.00 374.95 360.85 355.10 358.50 358.00 370.95  Disclosed 50,53,09,152 1.23 Price Priority Method Domestic Mining & Minerals Lower

9 Accel Frontline Limited 27-01-2015 75.00 88.50 85.50 88.05 NA 75.10 71.05  NA 3499647 0.63 Price Priority Method Domestic Computers - Software Medium & Small Lower

10 Steel Authority of India Limited 05-12-2014 83.00 85.25 82.90 82.25 83.45 83.50 66.85  Disclosed 18,58,73,638 2.01 Price Priority Method Domestic Steel Lower

11 Pioneer Distilleries Limited 24-09-2014 10.00 60.00 60.96 57.95 23.11 39.00 37.40  Disclosed 1368060 3.97 Price Priority Method Domestic Breweries & Distilleries Lower

12 Bharti Infratel Limited 07-08-2014 250.00 271.85 252.85 258.90 NA 250.00 291.40  NA 8,50,00,000 1.27 Price Priority Method Domestic Telecommunications- Equipment Lower

13 L&T Finance Holdings Limited 11-06-2014 74.00 81.90 77.80 76.35 72.77 76.00 70.15  Disclosed 27585744 3.19 Price Priority Method Domestic Finance - Investments Lower

14 Orient Green Power Company Limited 20-05-2014 10.50 13.15 13.70 13.10 NA 11.35 14.80  NA 7661400 1.32 Price Priority Method Domestic Power Lower

15 South India Projects Limited 26-03-2014 30.00 NA NA NA NA 30.10 NA  NA 493133 1.13 Price Priority Method Domestic Finance - General NA

16 L&T Finance Holdings Limited 14-03-2014 70.00 79.15 74.20 73.60 72.77 71.50 76.35  Disclosed 83258633 1.28 Price Priority Method Domestic Finance - Investments Lower

17 Schneider Electric Infrastructure Limited 29-01-2014 57.00 66.55 65.05 63.85 NA 62.10 92.90  NA 7479178 1.51 Price Priority Method MNC Power Lower

18 Dalmia Bharat Sugar and Industries Limited 22-01-2014 12.00 14.55 13.95 12.80 9.86 12.00 NA  Disclosed 3000000 1.55 Price Priority Method Domestic Sugar Lower

19 Gillette India Limited 13-11-2013 1650.00 1961.55 2056.35 1933.30 1925.66 1801.00 1986.95  Disclosed 2857744 1.36 Price Priority Method MNC Personal Care Lower

20 Oberoi Realty Limited 26-09-2013 158.00 168.15 174.00 166.15 166.93 167.50 229.00  Disclosed 11441069 1.62 Price Priority Method Domestic CoReal Estate Lower

21 Videocon Industries Limited 24-09-2013 177.00 177.75 173.70 170.80 179.37 178.25 172.85  Disclosed 1800000 1.00 Price Priority Method Domestic Consumer Goods - Electronic Lower

22 India Tourism Development Corporation Limited 02-08-2013 70.00 NA NA NA 70.39 70.00 NA  NA 4288470 1.09 Price Priority Method Domestic NA NA

23 The State Trading Corporation of India Limited 02-08-2013 74.00 74.65 74.30 72.90 74.01 74.00 171.00  Disclosed 613600 1.13 Price Priority Method Domestic Trading Lower

24 National Fertilizers Limited 31-07-2013 27.00 26.55 27.15 25.15 27.00 27.00 21.25  Disclosed 3,74,79,940 1.56 Price Priority Method Domestic Fertilizers Higher

25 Bajaj Corp Limited 19-07-2013 200.00 245.25 244.75 247.00 225.98 228.00 248.95  Disclosed 1,43,75,000 2.44 Price Priority Method Domestic Personal Care Lower

26 Hindustan Media Ventures Limited 11-07-2013 120.00 123.80 115.00 113.00 120.00 120.00 118.40  Disclosed 1939027 1.00 Price Priority Method Domestic Media & Entertainment Lower

27 BGR Energy Systems Limited 05-07-2013 118.00 126.65 123.35 121.65 119.24 118.40 108.35  Disclosed 2175364 1.72 Price Priority Method Domestic Infrastructure - General Lower

28 Hindustan Copper Limited 03-07-2013 70.00 72.35 70.30 67.90 70.00 70.00 63.65  Disclosed 37119152 1.18 Price Priority Method Domestic Metals - Non Ferrous Lower

29 MMTC Limited 13-06-2013 60.00 210.05 189.05 170.15 60.86 60.00 54.25  Disclosed 93312000 1.55 Price Priority Method Domestic Trading Lower

30 Tata Communications Limited 03-06-2013 196.00 206.50 195.15 196.00 174.41 196.00 167.55  Undisclosed 2750000 1.57 Price Priority Method Domestic Telecommunication Lower

31 BGR Energy Systems Limited 03-06-2013 163.00 192.95 169.55 163.60 167.99 163.00 100.15  Disclosed 4422830 0.51 Price Priority Method Domestic Infrastructure - General Lower

32 Essar Ports Limited 03-06-2013 77.00 78.00 77.65 76.25 78.76 77.00 68.75  Disclosed 2,26,71,161 0.90 Price Priority Method Domestic Infrastructure - General Lower
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33 Tata Teleservices (Maharashtra) Limited 30-05-2013 7.60 8.00 7.55 7.50 7.65 7.60 6.01  Disclosed 3,50,00,000 0.00 Price Priority Method Domestic Telecommunication Lower

34 Essar Shipping Limited 30-05-2013 19.50 20.55 20.15 19.20 19.57 19.50 13.70  Disclosed 1,78,72,751 1.10 Price Priority Method Domestic Shipping Lower

35 Jet Airways (India) Limited 30-05-2013 510.00 536.95 528.45 491.75 515.17 510.00 290.25  Disclosed 4317697 0.69 Price Priority Method Domestic Aviation Lower

36 Digital Electronics Limited 29-05-2013 350.00 NA NA NA NA 400.00 NA  NA 38725 1.51 Price Priority Method Domestic Computers - Hardware NA

37 Sun TV Network Limited 29-05-2013 403.00 411.05 428.30 421.05 416.13 420.10 376.60  Disclosed 7881700 3.17 Price Priority Method Domestic Media & Entertainment Lower

38 Jaypee Infratech Limited 29-05-2013 35.00 39.50 35.70 34.35 35.13 35.00 15.50  Disclosed 120000000 1.91 Proportionate Basis Domestic Infrastructure - General Lower

39 AstraZeneca Pharma India Limited 28-05-2013 490.00 805.30 668.60 797.30 567.22 620.00 840.75  Disclosed 3749950 4.87 Price Priority Method MNC Pharmaceuticals Lower

40 Puravankara Projects Limited 24-05-2013 81.00 84.90 83.10 82.05 81.52 81.00 64.40  Disclosed 14135576 1.46 Price Priority Method Domestic Construction and Contracting - Real Estate Lower

41 JSW Energy Limited 22-05-2013 61.50 65.00 62.50 58.70 61.79 61.60 39.10  Disclosed 28230000 1.75 Price Priority Method Domestic Power Lower

42 Oracle Financial Services Software Limited 22-05-2013 2275.00 2421.95 2443.45 2661.00 2386.60 2420.00 2896.15  Disclosed 4430501 3.91 Price Priority Method MNC Computers - Software Lower

43 Styrolution ABS (India) Limited 21-05-2013 400.00 519.15 473.65 433.85 422.04 426.00 346.90  Undisclosed 2167562 2.36 Price Priority Method MNC Petrochemicals Lower

44 Tata Teleservices (Maharashtra) Limited 17-05-2013 8.90 NA NA NA 5.67 7.60 6.26  NA 5,16,23,679 0.85 Price Priority Method Domestic Telecommunications NA

45 Linde India Limited 16-05-2013 230.00 251.40 261.30 250.75 240.44 237.10 252.25  Disclosed 1,23,45,126 1.57 Price Priority Method MNC Chemicals Lower

46 Steel Authority of India Limited 22-03-2013 63.00 63.90 63.35 63.00 63.07 63.00 53.55  Disclosed 24,03,96,572 1.00 Price Priority Method Domestic Steel Lower

47 3M India Limited 21-03-2013 3300.00 3446.35 3499.10 3521.30 3654.33 3950.00 3518.10  Disclosed 113198 2.15 Price Priority Method MNC Diversified Lower

48 National Aluminium Company Limited 15-03-2013 40.00 44.10 40.35 38.50 40.05 40.00 29.60  Disclosed 12,88,61,925 1.22 Price Priority Method Domestic Aluminium Lower

49 Rashtriya Chemicals and Fertilizers Limited 08-03-2013 45.00 43.90 45.45 44.75 45.02 45.00 40.10  Disclosed 6,89,61,012 1.29 Price Priority Method Domestic Fertilizers Higher

50 Mahindra Holidays & Resorts India Limited 07-03-2013 270.00 275.85 275.65 273.95 NA 273.10 245.80  Disclosed 3400000 1.31 Price Priority Method Domestic Hotels Lower

51 NTPC Limited 07-02-2013 145.00 151.80 148.05 148.05 145.91 145.55 156.35  Disclosed 78,32,62,880 1.70 Price Priority Method Domestic Power Lower

52 Oil India Limited 01-02-2013 510.00 540.00 525.50 534.75 517.99 520.00 558.15  Disclosed 60113157 2.56 Price Priority Method Domestic Oil Drilling and Exploration Lower

53 MPS Limited 28-12-2012 110.00 122.25 124.60 122.40 NA 117.00 125.60  Undisclosed 214500 4.70 Price Priority Method MNC Printing & Stationery Lower

54 Eros International Media Limited 20-12-2012 200.00 210.30 207.90 201.75 202.62 204.10 173.65  Disclosed 2573710 4.40 Price Priority Method Domestic Media & Entertainment Lower

55 Honeywell Automation India Limited 14-12-2012 2150.00 2399.10 2391.70 2777.35 2314.72 2450.00 2539.60  Disclosed 551333 7.38 Price Priority Method MNC Telecommunication - Equipment Lower

56 NMDC Limited 12-12-2012 147.00 159.55 154.30 156.90 149.18 148.50 145.35  Disclosed 396471600 1.85 Price Priority Method Domestic Mining & Minerals Lower

57 Hindustan Copper Limited 23-11-2012 155.00 266.15 212.95 170.40 157.00 155.00 124.20  Disclosed 8,87,23,300 0.58 Price Priority Method Domestic Metals - Non Ferrous Lower

58 Blue Dart Express Limited 23-11-2012 1720.00 2059.55 1989.80 2003.15 1823.11 NA 2240.30  Disclosed 1431937 3.62 Price Priority Method MNC Couriers Lower

59 D.B. Corp Limited 09-11-2012 205.00 215.45 207.95 206.95 205.50 205.00 236.00  Disclosed 1,19,27,000 1.77 Price Priority Method Domestic Media & Entertainment Lower

60 Pioneer Distilleries Limited 23-10-2012 38.00 46.20 43.90 41.75 NA 38.10 NA  Disclosed 935982 0.06 Proportionate Basis Domestic Breweries & Distilleries Lower

61 Fresenius Kabi Oncology Limited 12-10-2012 80.00 NA NA NA NA 80.00 NA  Disclosed 1,42,40,489 1.08 Proportionate Basis MNC Pharmaceuticals NA

62 Uttam Sugar Mills Limited 23-07-2012 24.00 28.05 27.75 29.10 NA NA 24.80  Undisclosed 790401 1.29 Price Priority Method Domestic Sugar Lower

63 Jaiprakash Power Ventures Limited 29-06-2012 33.50 34.60 34.85 34.25 33.53 NA 34.25  Disclosed 29055382 1.13 Proportionate Basis Domestic Power Lower

64 D.B. Corp Limited 10-05-2012 196.00 199.80 198.70 195.35 196.00 NA 190.25  Disclosed 9000000 1.03 Proportionate Basis Domestic Media & Entertainment Lower

65 Wipro Limited 14-03-2012 418.00 430.95 426.05 427.45 421.35 NA 393.15  Undisclosed 35000000 0.71 Price Priority Method Domestic Computers - Software Lower

66 Oil and Natural Gas Corporation Limited 01-03-2012 290.00 293.20 288.00 281.45 303.67 NA 252.10  Disclosed 427774504 0.98 Price Priority Method Domestic Oil Drilling and Exploration Lower
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Sl. No. Name of Company Offer Date Floor Price Rs. Closing Price 
(OFS-1)        Rs.

Closing 
Price (OFS)           

Rs.   

Closing Price 
(OFS +1)    Rs. 

Indicative 
Price (OFS)                         

Rs.

Allotment 
Price         

Rs.

Price after 
90 days       

Rs.

Floor Price 
Disclosure    

Shares on offer  
(OFS-1)             

No

No. of 
Times Sub-

scribed
Type of Allotment Domestic / 

MNC Sector
Floor price as 

compared to   OFS-1 
day closing price

33 Tata Teleservices (Maharashtra) Limited 30-05-2013 7.60 8.00 7.55 7.50 7.65 7.60 6.01  Disclosed 3,50,00,000 0.00 Price Priority Method Domestic Telecommunication Lower

34 Essar Shipping Limited 30-05-2013 19.50 20.55 20.15 19.20 19.57 19.50 13.70  Disclosed 1,78,72,751 1.10 Price Priority Method Domestic Shipping Lower

35 Jet Airways (India) Limited 30-05-2013 510.00 536.95 528.45 491.75 515.17 510.00 290.25  Disclosed 4317697 0.69 Price Priority Method Domestic Aviation Lower

36 Digital Electronics Limited 29-05-2013 350.00 NA NA NA NA 400.00 NA  NA 38725 1.51 Price Priority Method Domestic Computers - Hardware NA

37 Sun TV Network Limited 29-05-2013 403.00 411.05 428.30 421.05 416.13 420.10 376.60  Disclosed 7881700 3.17 Price Priority Method Domestic Media & Entertainment Lower

38 Jaypee Infratech Limited 29-05-2013 35.00 39.50 35.70 34.35 35.13 35.00 15.50  Disclosed 120000000 1.91 Proportionate Basis Domestic Infrastructure - General Lower

39 AstraZeneca Pharma India Limited 28-05-2013 490.00 805.30 668.60 797.30 567.22 620.00 840.75  Disclosed 3749950 4.87 Price Priority Method MNC Pharmaceuticals Lower

40 Puravankara Projects Limited 24-05-2013 81.00 84.90 83.10 82.05 81.52 81.00 64.40  Disclosed 14135576 1.46 Price Priority Method Domestic Construction and Contracting - Real Estate Lower

41 JSW Energy Limited 22-05-2013 61.50 65.00 62.50 58.70 61.79 61.60 39.10  Disclosed 28230000 1.75 Price Priority Method Domestic Power Lower

42 Oracle Financial Services Software Limited 22-05-2013 2275.00 2421.95 2443.45 2661.00 2386.60 2420.00 2896.15  Disclosed 4430501 3.91 Price Priority Method MNC Computers - Software Lower

43 Styrolution ABS (India) Limited 21-05-2013 400.00 519.15 473.65 433.85 422.04 426.00 346.90  Undisclosed 2167562 2.36 Price Priority Method MNC Petrochemicals Lower

44 Tata Teleservices (Maharashtra) Limited 17-05-2013 8.90 NA NA NA 5.67 7.60 6.26  NA 5,16,23,679 0.85 Price Priority Method Domestic Telecommunications NA

45 Linde India Limited 16-05-2013 230.00 251.40 261.30 250.75 240.44 237.10 252.25  Disclosed 1,23,45,126 1.57 Price Priority Method MNC Chemicals Lower

46 Steel Authority of India Limited 22-03-2013 63.00 63.90 63.35 63.00 63.07 63.00 53.55  Disclosed 24,03,96,572 1.00 Price Priority Method Domestic Steel Lower

47 3M India Limited 21-03-2013 3300.00 3446.35 3499.10 3521.30 3654.33 3950.00 3518.10  Disclosed 113198 2.15 Price Priority Method MNC Diversified Lower

48 National Aluminium Company Limited 15-03-2013 40.00 44.10 40.35 38.50 40.05 40.00 29.60  Disclosed 12,88,61,925 1.22 Price Priority Method Domestic Aluminium Lower

49 Rashtriya Chemicals and Fertilizers Limited 08-03-2013 45.00 43.90 45.45 44.75 45.02 45.00 40.10  Disclosed 6,89,61,012 1.29 Price Priority Method Domestic Fertilizers Higher

50 Mahindra Holidays & Resorts India Limited 07-03-2013 270.00 275.85 275.65 273.95 NA 273.10 245.80  Disclosed 3400000 1.31 Price Priority Method Domestic Hotels Lower

51 NTPC Limited 07-02-2013 145.00 151.80 148.05 148.05 145.91 145.55 156.35  Disclosed 78,32,62,880 1.70 Price Priority Method Domestic Power Lower

52 Oil India Limited 01-02-2013 510.00 540.00 525.50 534.75 517.99 520.00 558.15  Disclosed 60113157 2.56 Price Priority Method Domestic Oil Drilling and Exploration Lower

53 MPS Limited 28-12-2012 110.00 122.25 124.60 122.40 NA 117.00 125.60  Undisclosed 214500 4.70 Price Priority Method MNC Printing & Stationery Lower

54 Eros International Media Limited 20-12-2012 200.00 210.30 207.90 201.75 202.62 204.10 173.65  Disclosed 2573710 4.40 Price Priority Method Domestic Media & Entertainment Lower

55 Honeywell Automation India Limited 14-12-2012 2150.00 2399.10 2391.70 2777.35 2314.72 2450.00 2539.60  Disclosed 551333 7.38 Price Priority Method MNC Telecommunication - Equipment Lower

56 NMDC Limited 12-12-2012 147.00 159.55 154.30 156.90 149.18 148.50 145.35  Disclosed 396471600 1.85 Price Priority Method Domestic Mining & Minerals Lower

57 Hindustan Copper Limited 23-11-2012 155.00 266.15 212.95 170.40 157.00 155.00 124.20  Disclosed 8,87,23,300 0.58 Price Priority Method Domestic Metals - Non Ferrous Lower

58 Blue Dart Express Limited 23-11-2012 1720.00 2059.55 1989.80 2003.15 1823.11 NA 2240.30  Disclosed 1431937 3.62 Price Priority Method MNC Couriers Lower

59 D.B. Corp Limited 09-11-2012 205.00 215.45 207.95 206.95 205.50 205.00 236.00  Disclosed 1,19,27,000 1.77 Price Priority Method Domestic Media & Entertainment Lower

60 Pioneer Distilleries Limited 23-10-2012 38.00 46.20 43.90 41.75 NA 38.10 NA  Disclosed 935982 0.06 Proportionate Basis Domestic Breweries & Distilleries Lower

61 Fresenius Kabi Oncology Limited 12-10-2012 80.00 NA NA NA NA 80.00 NA  Disclosed 1,42,40,489 1.08 Proportionate Basis MNC Pharmaceuticals NA

62 Uttam Sugar Mills Limited 23-07-2012 24.00 28.05 27.75 29.10 NA NA 24.80  Undisclosed 790401 1.29 Price Priority Method Domestic Sugar Lower

63 Jaiprakash Power Ventures Limited 29-06-2012 33.50 34.60 34.85 34.25 33.53 NA 34.25  Disclosed 29055382 1.13 Proportionate Basis Domestic Power Lower

64 D.B. Corp Limited 10-05-2012 196.00 199.80 198.70 195.35 196.00 NA 190.25  Disclosed 9000000 1.03 Proportionate Basis Domestic Media & Entertainment Lower

65 Wipro Limited 14-03-2012 418.00 430.95 426.05 427.45 421.35 NA 393.15  Undisclosed 35000000 0.71 Price Priority Method Domestic Computers - Software Lower

66 Oil and Natural Gas Corporation Limited 01-03-2012 290.00 293.20 288.00 281.45 303.67 NA 252.10  Disclosed 427774504 0.98 Price Priority Method Domestic Oil Drilling and Exploration Lower
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Sr No. Name of Company Offer Date Floor Price   Rs. Allotment Price                        
Rs.

Closing Price 
(OFS)     Rs.

Closing Price 
(OFS +1)       Rs.

Decline    
Rs.

1 Power Finance Corporation Limited 27-07-2015           254.00       254.10          254.25               245.65         -8.60 

2 Network18 Media & Investments Limited 08-07-2015             53.40         56.10            57.20                 56.50         -0.70 

3 Rural Electrification Corporation Limited 08-04-2015           315.00       327.25          330.30               336.35          6.05 

4 Accel Frontline Limited 27-02-2015             75.00         75.00            76.15                 75.00         -1.15 

5 Accel Frontline Limited 12-02-2015             75.00         75.00            82.30                 75.05         -7.25 

6 Coal India Limited 30-01-2015           358.00       358.00          360.85               355.10         -5.75 

7 Accel Frontline Limited 27-01-2015             75.00         75.10            85.50                 88.05          2.55 

8 Pioneer Distilleries Limited 24-09-2014             10.00         39.00            60.96                 57.95         -3.01 

9 Bharti Infratel Limited 07-08-2014           250.00       250.00          252.85               258.90          6.05 

10 L&T Finance Holdings Limited 11-06-2014             74.00         76.00            77.80                 76.35         -1.45 

11 Orient Green Power Company Limited 20-05-2014             10.50         11.35            13.70                 13.10         -0.60 

12 L&T Finance Holdings Limited 14-03-2014             70.00         71.50            74.20                 73.60         -0.60 

13 Schneider Electric Infrastructure Limited 29-01-2014             57.00         62.10            65.05                 63.85         -1.20 

14 Dalmia Bharat Sugar and Industries Limited 22-01-2014             12.00         12.00            13.95                 12.80         -1.15 

15 Gillette India Limited 13-11-2013        1,650.00     1,801.00        2,056.35            1,933.30     -123.05 

16 Oberoi Realty Limited 26-09-2013           158.00       167.50          174.00               166.15         -7.85 

17 The State Trading Corporation of India Limited 02-08-2013            74.00         74.00            74.30                 72.90         -1.40 

18 National Fertilizers Limited 31-07-2013             27.00         27.00            27.15                 25.15         -2.00 

19 Bajaj Corp Limited 19-07-2013          200.00       228.00          244.75               247.00          2.25 

20 BGR Energy Systems Limited 05-07-2013           118.00       118.40          123.35               121.65         -1.70 

21 Hindustan Copper Limited 03-07-2013             70.00         70.00            70.30                 67.90         -2.40 

22 MMTC Limited 13-06-2013            60.00         60.00          189.05               170.15       -18.90 

cont..

Allotment Price Less Than Closing Price on the OFS Day             Annexture - 1I
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Sr No. Name of Company Offer Date Floor Price   Rs. Allotment Price                        
Rs.

Closing Price 
(OFS)     Rs.

Closing Price 
(OFS +1)       Rs.

Decline    
Rs.

23 BGR Energy Systems Limited 03-06-2013           163.00       163.00          169.55               163.60         -5.95 

24 Essar Ports Limited 03-06-2013             77.00         77.00            77.65                 76.25         -1.40 

25 Jet Airways (India) Limited 30-05-2013           510.00       510.00          528.45               491.75       -36.70 

26 Essar Shipping Limited 30-05-2013             19.50         19.50            20.15                 19.20         -0.95 

27 Sun TV Network Limited 29-05-2013           403.00       420.10          428.30               421.05         -7.25 

28 Jaypee Infratech Limited 29-05-2013             35.00         35.00            35.70                 34.35         -1.35 

29 AstraZeneca Pharma India Limited 28-05-2013          490.00       620.00          668.60               797.30       128.70 

30 Puravankara Projects Limited 24-05-2013             81.00         81.00            83.10                 82.05         -1.05 

31 JSW Energy Limited 22-05-2013             61.50         61.60            62.50                 58.70         -3.80 

32 Oracle Financial Services Software Limited 22-05-2013        2,275.00     2,420.00        2,443.45            2,661.00       217.55 

33 Styrolution ABS (India) Limited 21-05-2013          400.00       426.00          473.65               433.85       -39.80 

34 Linde India Limited 16-05-2013           230.00       237.10          261.30               250.75       -10.55 

35 Steel Authority of India Limited 22-03-2013             63.00         63.00            63.35                 63.00         -0.35 

36 National Aluminium Company Limited 15-03-2013             40.00         40.00            40.35                 38.50         -1.85 

37 Rashtriya Chemicals and Fertilizers Limited 08-03-2013             45.00         45.00            45.45                 44.75         -0.70 

38 Mahindra Holidays & Resorts India Limited 07-03-2013           270.00       273.10          275.65               273.95         -1.70 

39 NTPC Limited 07-02-2013           145.00       145.55          148.05               148.05             -   

40 Oil India Limited 01-02-2013           510.00       520.00          525.50               534.75          9.25 

41 MPS Limited 28-12-2012           110.00       117.00          124.60               122.40         -2.20 

42 Eros International Media Limited 20-12-2012           200.00       204.10          207.90               201.75         -6.15 

43 NMDC Limited 12-12-2012           147.00       148.50          154.30               156.90          2.60 

44 Hindustan Copper Limited 23-11-2012           155.00       155.00          212.95               170.40       -42.55 

45 D.B. Corp Limited 09-11-2012           205.00       205.00          207.95               206.95         -1.00 

46 Pioneer Distilleries Limited 23-10-2012             38.00         38.10            43.90                 41.75         -2.15 
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Returns to Shareholders After Ninety Days of OFS from Movement in Price of Stock                                                               Appendix - V

Sr. 
No. Name of Company Offer Date Allotment 

Price       Rs.
Price after 90 
Days      Rs.

Returns after 
90 Days (%)

1 Indian Oil Corporation Limited 24-08-2015 387 411.80
6%

2 Dredging Corporation of India Limited 21-08-2015 382 367.00
-4%

3 Power Finance Corporation Limited 27-07-2015 254.1 242.80
-4%

4 Network18 Media & Investments Limited 08-07-2015 56.10 49.75
-11%

5 Coal India Limited 30-01-2015        358.00 370.95 4%

6 Accel Frontline Limited 27-01-2015          75.10 71.05 -5%

7 Steel Authority of India Limited 05-12-2014          83.50 66.85 -20%

8 Pioneer Distilleries Limited 24-09-2014          39.00 37.40 -4%

9 Bharti Infratel Limited 07-08-2014        250.00 291.40 17%

10 L&T Finance Holdings Limited 11-06-2014          76.00 70.15 -8%

11 Orient Green Power Company Limited 20-05-2014          11.35 14.80 30%

12 L&T Finance Holdings Limited 14-03-2014          71.50 76.35 7%

13 Schneider Electric Infrastructure Limited 29-01-2014          62.10 92.90 50%

14 Gillette India Limited 13-11-2013      1,801.00 1986.95 10%

15 Oberoi Realty Limited 26-09-2013        167.50 229.00 37%

16 Videocon Industries Limited 24-09-2013        178.25 172.85 -3%

17 The State Trading Corporation of India Limited 02-08-2013          74.00 171.00 131%

18 National Fertilizers Limited 31-07-2013          27.00 21.25 -21%

19 Bajaj Corp Limited 19-07-2013        228.00 248.95 9%

20 Hindustan Media Ventures Limited 11-07-2013        120.00 118.40 -1%

21 BGR Energy Systems Limited 05-07-2013        118.40 108.35 -8%

22 Hindustan Copper Limited 03-07-2013          70.00 63.65 -9%

23 MMTC Limited 13-06-2013          60.00 54.25 -10%

24 BGR Energy Systems Limited 03-06-2013        163.00 100.15 -39%

cont..



ESEARCH BULLETIN

Volume : 42 - I April 2016169

25 Tata Communications Limited 03-06-2013        196.00 167.55 -15%

26 Essar Ports Limited 03-06-2013          77.00 68.75 -11%

27 Jet Airways (India) Limited 30-05-2013        510.00 290.25 -43%

28 Essar Shipping Limited 30-05-2013          19.50 13.70 -30%

29 Tata Teleservices (Maharashtra) Limited 30-05-2013            7.60 6.01 -21%

30 Jaypee Infratech Limited 29-05-2013          35.00 15.50 -56%

31 Sun TV Network Limited 29-05-2013        420.10 376.60 -10%

32 AstraZeneca Pharma India Limited 28-05-2013        620.00 840.75 36%

33 Puravankara Projects Limited 24-05-2013          81.00 64.40 -20%

34 JSW Energy Limited 22-05-2013          61.60 39.10 -37%

35 Oracle Financial Services Software Limited 22-05-2013      2,420.00 2896.15 20%

36 Styrolution ABS (India) Limited 21-05-2013        426.00 346.90 -19%

37 Tata Teleservices (Maharashtra) Limited 17-05-2013            7.60 6.26 -18%

38 Linde India Limited 16-05-2013        237.10 252.25 6%

39 Steel Authority of India Limited 22-03-2013          63.00 53.55 -15%

40 3M India Limited 21-03-2013      3,950.00 3518.10 -11%

41 National Aluminium Company Limited 15-03-2013          40.00 29.60 -26%

42 Rashtriya Chemicals and Fertilizers Limited 08-03-2013          45.00 40.10 -11%

43 Mahindra Holidays & Resorts India Limited 07-03-2013        273.10 245.80 -10%

44 NTPC Limited 07-02-2013        145.55 156.35 7%

45 Oil India Limited 01-02-2013        520.00 558.15 7%

46 MPS Limited 28-12-2012        117.00 125.60 7%

47 Eros International Media Limited 20-12-2012        204.10 173.65 -15%

48 Honeywell Automation India Limited 14-12-2012      2,450.00 2539.60 4%

49 NMDC Limited 12-12-2012        148.50 145.35 -2%

50 Hindustan Copper Limited 23-11-2012        155.00 124.20 -20%

51 D.B. Corp Limited 09-11-2012        205.00 236.00 15%

 Index (Rs. 1000 invested in each OFS)   51,000.00 49670.42 -2.61%
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Indian Gross Domestic Product (GDP) in 2013. The sector 
is currently fourth largest sector in the country in terms 
of foreign direct investment (FDI) inflows. Total FDI in the 
construction development sector during April 2000 to May 
2015 was around US$ 24.07 billion. 

The sector is second largest employer after agriculture and 
it is expected to create more than 17 million employment 
opportunities across the country by 2025. Keeping in view 
the importance and contribution of the sector to the GDP, in 
the union budget of 2015-16, the sector had been allotted US$ 
3.72 billion for housing and urban development. Apart from 
that, government has also raised FDI limits for township and 
settlements development projects to 100 percent and real 
estate projects within the Special Economic Zone (SEZ) are 
also permitted 100 percent FDI. Release of draft guidelines 
for Real Estate Investment Trusts (REITs) in non-residential 
segment is also a step to boost the sector. 

2. Market Size and Prevailing Trends in Real Estate 
Sector Funding

The Indian real estate sector is a capital intensive sector. 
While the ever changing dynamics remain a challenge, given 
the demand for capital in this sector and the returns that 
it can potentially generate, the supply of capital keeps re-
inventing itself (Kochhar, 2013). To boost the Indian real estate 
sector, foreign direct investment (FDI) was allowed in 2005, 
which resulted in major transformation of the investment 
sentiment for the sector. Change in policy also opened the 
door for global real estate funds, private equity funds, hedge 

Bhavik Panchasara

Abstract

One of the biggest announcements in the union budget 
of 2014-15 for the real estate sector of India was the 
introducing of Real Estate Investment Trusts (REITs) 
by Securities and Exchange Board of India (SEBI) and 
Infrastructure Investment Trusts. Though, first drafted 
regulation for REITs was released in December 2007, but 
initial framework didn’t receive approval due to lack of 
clarity on tax. Launching of REITs by the SEBI was expected 
to be a major relief for real estate players seeking liquidity 
since long time. But surprisingly, till now not a single 
REIT has come up in the market. At this moment it will 
be interesting to analyse the status of REITs in India and 
possible reasons for delay in implementation of the same. 
This paper focuses on the REITs in India and issues related 
with it in accordance with current regulatory framework 
and expectations of real estate sector. 

Key Words

Infrastructure Investment Trusts, Real Estate Sector, REITs, 
SEBI

REITs: How  far are we from 
Implementation?

1. Introduction

Real estate sector of India is considered as one of the fastest 
growing and actively contributing sector to the economy. 
The data shows that the sector has contributed 6.3% in 
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funds, strategic investors and foreign developers apart from 
traditional sources. Thus primary sources of Indian real estate 
sector financing can be divided in three phases, i.e. Pre FDI 
(before 2005), Post FDI and before global meltdown (2005 – 
2008) and post global meltdown (2008 onwards). Following 
table 1 presents the details for the same.

Table 1: Phases of Primary Sources of Financing for Real 
Estate Sector

Pre FDI 
– Before 
2005

Post FDI and before 
global meltdown – 

2005 to 2008

Post Global 
Meltdown – 2008 

onwards

Bank 
Lending

Private 
Lending

Offshore Listing

Domestic Equity 
Markets

PE Funds

Bank Lending

Private Lending

PE Funds

NBFC Lending

Private Lending

Bank Lending

Source: EY and FICCI Report ‘Brave new world for India real 
estate: Policies and trends that are altering Indian real estate’.

The sector has become one of the most preferred destinations 
in the Asia Pacific as overseas funds accounted for more than 
50 percent of all investment activity in India in 2014, compared 
with just 26 percent in 2013.As per various government 
sources, the size of the Indian real estate market was around 
US$ 16 billion in 2006 and it is expected to reach US$ 180 
billion by 2020, registering a Compound Annual Growth Rate 
(CAGR) of 18.9 percent. The housing sector alone contributes 

5-6 percent to the GDP. Chart 1 below presents the Indian 
real estate market size.

Figure 1: Indian Real Estate Market Size (US$ Billion)

Source: Investment Commission of India, ASSOCHAM, CREDAI 

3. Concept of REITs:

REIT is a company that owns of finances income producing 
real estate. Same like mutual funds, REITs provide low and 
middle income investors with the opportunity of becoming 
stakeholder in a portfolio of real estate assets.  The concept 
of REITs originated in the USA in 1960 and followed by success 
in market replicated across numerous economies across the 
globe. The US REIT market is the oldest and largest market 
globally. First REIT was listed in US stock exchange in 1961. 
Since inception of REITs has attracted a market capitalization 
of over US$ 600 billion alone in the US. Apart from USA, 
Australia, France, Japan, UK and Singapore are among the 
most developed REIT/REMF markets in the world today. Table 
2 below presents the growth and market size of REITs among 
the top countries in the world.

Table 2: Size and Performance of major players of Global REIT Market

Country No. of REITs Market Size 
(US$ Billion)

Percent of Global 
REITs Market

REITs performance as per S&P Dow Jones (Annual 
Return in %)

5 Year 10 Year

USA 163 621 57.68 23.80 9.58

Australia 52 86 8.33 18.11 5.10

France 37 68 6.33 20.74 16.46

Japan 41 64 5.98 14.84 7.78

UK 23 49 4.55 18.52 NA

Singapore 32 45 4.23 22.04 15.09

Source: European Public Real Estate Association (EPRA) – Global REIT Survey 2013
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4. Evolution of REITs in India

To invest in the commercial real estate sector in India has 
largely remained difficult for the common man as the sector 
doesn’t have any monetization vehicle for the capital intensive 
sub-sectors of the commercial sector. Apart from this, such 
investment requires huge cash inflow, which is not possible 
for individual investor normally. As a remedy to this problem, 
SEBI introduced the Real Estate Investment Trusts (REITs) and 
Real Estate Mutual Funds (REMFs).

The evolution of REIT in India rooted in the Chapter VIA in 
the Mutual Fund Regulation 1996 issued by SEBI. The chapter 
includes the guidelines for introduction of real estate mutual 
fund schemes. In December 1999, Association of Mutual 
Funds in India (AMFI) introduced a committee headed by 
Mr. Deepak Satwalekar. Aim of Satwalekar Committee was 
to explore the opportunities and possibilities of introducing 
real estate investment schemes for mutual funds in India. The 
Committee submitted its report by October 2010. Further, in 

August 2002, another subcommittee reported, formed by 
AMFI, for further investigation and to formulate working plan 
for launching real estate investment schemes. In 2008, SEBI 
announced the Draft SEBI (REIT) Regulations, 2008 to bring 
the accruing benefits of REITs mechanism in Indian economy, 
and to make the regulation more effective and permits mutual 
funds to launch real estate mutual funds (REMFs), on 16 
April, 2008, notification amended as SEBI (Mutual Funds) 
Regulations, 1996. Regime.

On 10th October, 2013, Securities & Exchange Board of India 
(SEBI) issued draft regulations on SEBI (Real Estate Investment 
Trusts) Regulations, 2013 (Draft Regulations) by way of a 
consultative paper inviting public comments. Further in the 
budget of 2014-15, tax incentives and relaxations declared in 
the foreign direct investment (FDI) regime. On 26 September, 
2014, SEBI finally notified the final regulations SEBI (Real 
Estate Investment Trust) Regulations, 2014 and the journey 
finally reached to its destination. Overview of major provisions 
laid down in the regulations are shown in the table 4 below.

Table 3: Overview of SEBI (REIT) Regulations, 2014

Structure To be set up as Trust, registered with SEBI
Relevant parties to be trustee (registered with SEBI), sponsor and manager

Offer, Eligible In-
vestor and Listing 
of Units

May raise funds from both residents as well as foreign investors
Minimum subscription size to be Rs. 2 lakhs per investor, and the unit size to be Rs. 1 lakh Minimum investors 
to be 200

Borrowings Aggregate consolidated borrowings and deferred payments capped at 49% of the value of the REIT assets

Valuation of 

Assets

Full valuation including physical inspection of the properties to be carried at least once a year Valuer need 
to be independent from sponsor, manager and trustee and with 5 years of relevant experience in valuation 
of real estate

Sponsor

Maximum three sponsor with minimum net worth of Rs. 200 million on a consolidated basis
Should hold minimum 25% of the total units of the REIT on post issue basis, which shall be locked in for the 
period of 3 years from the date of listing
Sponsor or its associate to have minimum 5 year experience in real estate industry on individual basis

Manager
Should have minimum net worth of Rs. 100 million
Manager or its associates should have at least 5 years of relevant experience
At least two key personnel to have at least five years of relevant experience

Investment
Condition

Shall invest only in properties/securities in India
Minimum 80% of the value of the REIT assets to be in completed and rent generating properties and prohib-
ited to invest in vacant land/agricultural and mortgages and other REITs
Permitted to invest in properties through Special Purpose Vehicles (SPVs) subject to certain specified condi-
tions

Income and Divi-
dend Distribution

Minimum 75% of the revenues of the REIT to be from rental, leasing and letting real estate assets at all times.
Minimum 90% of the net distributable cash flows of the REIT to be distributed to the unit holders.

Source: SEBI (REIT) Regulations, 2014
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5. Forms of REIT Investment

From investors’ point of view, REITs can be formed in three 
types which are as under

l Equity REITs: the enterprise concerned fully owns the 
revenue generating property. The difference between REITs 
and real estate entity is that the REITs should purchase and 
develop its properties principally to drive income but the 
real estate entity can sell it and is not liable for continuous 
engagement with the owners.

l Mortgage REITs: such enterprises extends loans to real 
estate firms or property management group directly or 
indirectly. The returns churned out from the same are passed 
onto its individual shareholders.

l Hybrid REITs: as the terminology says it is a combination of 
both – equity and mortgage. The percentage in each category 
depends on the risk bearing capacity of the enterprise.

6. Structure of REITs

Typical structure of REIT involves parties similar to any mutual 
fund company. Following figure 2 presents the parties involved 
in any typical REIT.

Figure 2: Structure of typical REITs

Trustee means any person who holds the REIT assets in trust 
for the benefit of unit holders. REIT Manager looks after 
management of assets and investment of REIT.  Property 
Management Company acts as facility management provider 
to ensure the standard and quality of assets to look after 
the adequate management of the property. Valuer is any 
independent third party appointed for valuation of assets of 
REIT. Special Purpose Vehicle or SPV means anybody corporate 
in which REIT holds or proposes to hold controlling interest. 
And finally investors are the key participants of any REIT who 
subscribes the units issued by REIT.

7. Benefits of REITs to different Stakeholders:

Based on the global experience and performance of REITs, it 
is expected that the benefits of REITs are not only limited to 

investors, but for all the parties related to REITs and real estate 
sector as a whole. REITs will provide investors an opportunity 
to invest in income generating and completed properties. This 
will be less risky as compared to under construction properties. 

Table 4: Benefits of REITs to different Stakeholders

Developers Government Institutional Investors Retail Investors

•	 Improves liquidity in 
the sector

•	 Capital raising 
opportunity for 
mid-tier developers 
especially for small 
companies with 
lower/minimal credit 
worthiness

•	 Increase in revenue

•	 Funding through REITs 
could help to facilitate 
other key real estate 
policy implementation 
at national level like 
developing 100 smart 
cities.

•	 Provides an exit opportunity 
for existing players

•	 Act as an alternative financ-
ing opportunity with increase 
depth of Indian real estate 
capital market

•	 Help attract long term inves-
tors looking for moderate risk 
v/s return ratio

•	 Reduced ticket size for in-
vesting in real estate sector

•	 Transparent investment 
alternative in real estate 
sector with experienced 
professional and indepen-
dent oversight

•	 Easy entry and exit 

Source: KPMG India Analysis 2014
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Apart from this, it will provide the guaranteed returns in 
the form of dividends to the investors from rental income 
earned. On the other hand, REITs will help to unlock capital 
and enhance return on equity for core operators and helps 
business concentrate on their core activity. It will also unlock 
the intrinsic value of the real estate and therefore free up 
capital. It would substantially improve the return ratios on the 
capital invested. Moreover, regulations for REITs have been 
introduced timely when most of the real estate developers 
are debt ridden and are struggling to raise money for future 
growth. REITs would allow real estate developers to monetize 
their developed, revenue generating assets by offloading them 
to REITs. REITs will provide real estate developers and real 
estate private equity investors a secondary market exit route. 
In short, REITs would help the unorganized real estate sector 
to be organized and well structured.  Apart from discussed 
above, REITs are expected to beneficial to other stakeholders 
also. Table 5 above presents the benefits of REITs to different 
stakeholders.

8. Why REITs not yet implemented in India?

Launching of REITs by the SEBI was expected to be a major 
relief for real estate players seeking liquidity since long time. 
But surprisingly, till now not a single REIT has come up in the 
market. Though DLF Ltd., India’s largest real estate developer 
has been contemplating listing a pair of REITs since August, 
2014, but not yet come due to certain tax related issues. 
It is expected that there are some issues which are being 
considered as obstacles for implementation of REITs which 
are as under:

8.1Taxation Issues:
One of the most crucial aspect for delay in REITs in India is tax 
structure. Under the prevailing tax structure for REITs holding 
the property directly, the income by way of interest paid by the 
special purpose vehicles (SPVs) to the trusts along with the 
rental income received from directly held properties by them 
are not taxed at the level of REITs. It is only taxable in the 
hands of respective investors of REITs. When the properties 
are held through an SPV, then the company pays corporate tax 
as well as the dividend distribution tax (DDT) when the income 
is distributed to the REIT as a shareholder. Thus, according 
to the experts, since the SPV structure has been provided in 
India, it leads to double taxation, because the SPV first pays 
tax on its earnings and then it is also subject to DDT, and 

that’s the reason which proven hurdle in implementing the 
REITs till now. Though in Union Budget 2016, finance minister 
has declared to remove DDT. 

Further, as per SEBI regulations on REITs, developers can 
transfer their properties to a REIT SPV or to the REIT directly 
in exchange of units. In second case, when transferring to REIT 
directly, any capital gains arising on such transfer of property 
is subject to capital gain tax. This creates an unbalanced 
treatment between the two processes, and takes away the 
flexibility provided under the SEBI regulations. Further, any 
capital gains earned by REIT on sale of shares of REIT SPV or 
property itself is subject to taxation in the hands of REIT and 
not in the hands of unit holder. This restricts pass through 
taxation status for REIT resulting in additional taxation at 
REIT level. 

Considering the experience of other countries who adopt 
REIT earlier, tax efficiency is very critical aspect to make REIT 
successful. In India it is expected that the government should 
consider further amendments to the Income Tax Act to provide 
a tax efficient and stable regime to REITs in some issues like 
capital gain arising on exchange of shares of SPV, gain accruing 
on account of appreciation in the market value after transfer 
to REIT and listing or REIT units, exchange of REIT units, 
corporate taxes applicable to SPV, classification of REIT units 
holding period for valuation of capital gain like other financial 
securities, etc. Government should focus on such issues in 
next amendments to make REITs more tax efficient.

8.2 Exchange Control Issues:
Allowing foreign investment in REITs may be critical to create 
the necessary liquidity and depth in the market post listing of 
the REITs. Many foreign private equity players are investing in 
commercial stabilized assets only. Capping or restrictions to 
foreign portfolio investors and non-resident Indians may be 
obstacle to attract them. Apart from that, more clear policies 
should be prepared under foreign direct investment (FDI) 
in real estate sector through REITs to make it successful in 
large extent. 

8.3 Land Title Related Issues and Significant Land 
Litigations:
In India, land and stamp duty is a state subject and financial 
regulation comes under central government. Apart from that, 
state laws on real estate differ from state to state. India’s 
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land laws are also a hindrance. Also it is very difficult to 
win a litigation with builder and typically litigation is very 
long drawn; legal framework is simply stacked against the 
consumers/investors. On the other hand, delay in construction 
project related approvals resulting in significant schedule 
and cost overrun in real estate and infrastructure projects.

8.4 Unregulated Industry:
Indian real estate industry is facing regulatory issues. Till 
now, the industry was unregulated and due to that customers 
were facing various issues related to quality and delivery. 
Though, recently much awaited the Real Estate (Regulation 
& Development) Bill, 2015, which has been envisaged as a 
landmark reform for the sector, has passed by both the Rajya 
Sabha and the Lok Sabha, and now is awaiting the assent of 
the President, before it becomes a law. So it is expected that 
now real estate sector will come under control and it will lead 
to protect the rights of home buyers, bring in transparency 
and plug the flow of unaccounted money into the sector 
(see annexure 1). 

Further, industry is depended on unorganized labour. There 
is significant shortage of skilled and unskilled workforce. 
Traditional methods of construction and lack of advance 
technology has created a serious issue of quality of 
construction and delivery of projects in time.

8.5 Black Money:
Last but not least, issue of black money is very conscious in 
Indian real estate market. It is open secret that the real estate 
sector in India is quite a big part of black economy. Lot of black 
money gets invested and created through real estate sector. 
In some cases, the documentation contains only 5 – 10% of 
the market value of property, it means all remaining portion 
contains cash component only. 

9. Government’s Stance for the Sector and REITs

The present government is considering the real estate sector 
seriously to solve the issues of it. Which has proven by the 
introductionof various significant reforms last year to overcome 
the liquidity situation and to boost affordable housing and 
urban infrastructure. The government has formalized its 
vision ‘Housing for All by 2022’, which encompasses building 
sixty million housing units though public private partnership 
(PPP) model. Apart from that government has also formalized 

various initiatives related to urban infrastructure, FDI in the 
sector, direct and indirect tax advantages etc. Apart from 
that recently passed the Real Estate Regulatory Bill – 2015 
(see annexure 1) is also assumed to be game changer for 
the sector. Most importantly, the announcement related to 
REITs is as under.

9.1 Tax Amendment for REITs in Union Budget 2016-17:
In the Union Budget of 2016, the much awaited issue of DDT is 
finally resolved. Finance minister has declared very important 
announcement related to REITs is removal of DDT. Following 
are the major announcements made in Finance bill, 2016:

‘In order to further rationalize the taxation regime for business 
trusts (REITs and Invits) and their investors, it is proposed to 
provide a special dispensation and exemption from levy of 
dividend distribution tax. The salient features of the proposed 
dispensation are:-

(a) exemption from levy of DDT in respect of distribution 
made by SPV to the business trust;

(b) such dividend received by the business trust and its 
investor shall not be taxable in the hands of trust or investors;

(c) the exemption from levy of DDT would only be in the cases 
where the business trust either holds 100% of the share 
capital of the SPV or holds all of the share capital other than 
that which is required to be held by any other entity as part 
of any direction of any Government or specific requirement 
of any law to this effect or which is held by Government or 
Government bodies; and

(d) the exemption from the levy of DDT would only be in 
respect of dividends paid out of current income after the date 
when the business trust acquires the shareholding referred in 
(c) above in the SPV. The dividends paid out of accumulated 
and current profits up to this date shall be liable for levy 
of DDT as and when any dividend out of these profits is 
distributed by the company either to the business trust or 
any other shareholder.

The amendment will take effect from 1st June 2016[Clause 7, 
55, 61 & 80 – Finance Bill 2016]
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10. Conclusion

Indian real estate sector is one of the most growing one 
among developing economies and it is also considered as 
most supportive element to boost the economic growth of the 
country by Indian government. There is no doubt that REITs 
will provide platform for retail and institutional investors to 
invest in real estate properties, with the benefits of a regulated 
structure and risk diversification and also beneficial for all 
other parties related to REITs. Ultimately, REIT may be game 
changer for Indian real estate sector, however there is a need 
to overcome certain taxation and regulatory aspects which 
makes investment through REITs hostile with respect to pricing 
and asset quality compared to direct real estate investment 
and other investment asset classes. Going ahead, we hope 
that announcement made in recent union budget and certain 
key legislations such as Real Estate Regulatory Bill may bring 
some changes towards the view of investors and may attract 
them to come up with new REITs.
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Annexure 1 

Overview of Real Estate Regulatory Bill – 2015
The Real Estate Regulatory Bill, which was first introduced by 
the UPA government in the Rajya Sabha in august 2013, was 
recently approved by the Union Cabinet. The Bill is expected 
to ensure greater accountability towards consumers, and to 
significantly reduce frauds and delays. The proposed legislation 
in expected to promote regulated and orderly growth of the 
real estate sector through efficiency, professionalism and 
standardization. Key measures of the Real Estate Regulatory 
Bill, 2015 are as under:
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Applicability of the bill: 
the proposed initial bill was applicable for residential real 
estate. It is now proposed to cover both residential and 
commercial real estate

Establishment of Real Estate Regulatory Authority: 
the Bill provides for the establishment of one or more ‘Real 
Estate Regulatory Authority’ in each State/UT for oversight 
of real estate transactions. It also proposes to appoint one 
of more adjudicating officers to settle disputes and impose 
compensation and interest.

Registration of Real Estate Projects and Registration of 
Real Estate Agents: 
developers have to mandatorily register the projects with 
the real estate regulatory authority. Real estate agents who 
intend to sell any plot, apartment or building also have to get 
themselves registered with the authority.

Mandatory Public Disclosure of all project details: 
the Bill proposes mandatory public disclosure norms for all 
registered projects such as details of promoters, project, 
layout plan, plan of development works, land status, status of 
statutory approvals and disclosure of Proforma agreements, 
names and addresses of real estate agents, contractors, 
architect, structural engineer etc.

Functions and Duties of Promoter: 
the Bill spells out the duties of developers including disclosure 
of all relevant information of project, adherence to approved 
plans and project specifications, obligations regarding veracity 
of the advertisement for sale or prospectus, rectification of 
structural defects and refund of money in cases of default.

Compulsory deposit of 70%: 
builders will now have to deposit at least 70% of the sale 
proceeds, including land cost, in a spate escrow account to 
meet construction cost. As per the earlier proposal, it was 50% 
or less of sale proceeds. This is aimed at preventing developers 
from diverting money raised from allottees.

Adherence to declared plans: 
under the Bill, promoters are barred from altering plans, 
structural designs and specifications of the plot, apartment 
or building without the consent of two third allottees after 
disclosure. However, minor additions or alterations are allowed 

due to architectural and structural reasons.

Functions of Real Estate Agents: 
the Bill makes it mandatory for real estate agents to sell 
properties registered with the authority. They are also required 
to maintain books of accounts, records and documents and 
are batted from getting involved in any unfair trade practices.

Rights and Duties of Allottees: 
the Bill spells out the right of the allottee to obtain stage-wise 
time schedule of project and claim possession as per promoter 
declaration. He is also entitled to refund with interest and 
compensation for default by the promoter. On their part, 
allottees must make payments and fulfill responsibilities as 
per agreement.

Functions of Real Estate Regulatory Authority: 
according to the Bill, the Authority must act as the nodal 
agency to co-ordinate efforts regarding development of 
the real estate sector and render necessary advice to the 
appropriate Government to ensure the growth and promotion 
of a transparent, efficient and competitive real estate sector

Fast Track Dispute Settlement Mechanism: 
the Bill also establishes a fast-track dispute resolution 
mechanism through adjudication and establishment of a Real 
Estate Appellate Tribunal. Appellate tribunals will now have 
to adjudicate cases in 60 days as against 90 days proposed 
earlier and Regulatory Authorities to dispose-off complaints 
in 60 days.

Punitive Measures in Case of Non-compliance: 
the penal provisions under the proposed law include a payment 
of 10% of project cost for non-registration and payment of 
additional 10% of project cost or three year imprisonment 
or both if still not complied with. For wrong disclosure of 
information or for not complying with the disclosures and 
requirements, payment of 5% of project cost will be imposed. 
The Bill provides regulatory authorities the power to cancel 
project registration in case or persistent violations and decide 
on further course of action regarding completion of such 
projects. 

Source: https://www.commonfloor.com/guide/wp-content/
uploads/2015/12/REAL-ESTATE-REGULATORY-BILL-2015.pdf
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technology and innovation, sometimes angel investors may 
replace friends and relatives. In the next stage of growth, 
bankers and financial institutions are likely to provide funds 
to a business. So businesses may get funds from lenders as 
well as investors. Lenders generally have limited exposure to 
a business in terms of time and this time frame of exposure 
is defined. Investors may have short, medium and long term 
exposure to a business and that time frame may not be defined 
while making an investment decision.

Initial public offers give opportunity to a business to get 
funds as well as new investors. Businesses have to take a 
call whether to raise money through initial public offer and 
go public or raise money through other avenues and remain 
a non- public business.

When a business decides to remain private i.e. ownership is 
limited to few shareholders / owners, funds are raised through 
friends, relatives, high net worth investors, angel investors, 
venture capital and private equity firms and institutional 
investors. Largely there is no public participation. When a firm 
wants to raise funds through public at large, it decides to go 
public, offer ownership through initial publics offer or offer for 
sale, and have large number of investors.When a business / 
a company has few and knowledgeable / informed investors, 
they have idea of firms’ business, business environment, 
competition, promoters and management. These investors 
also have idea of risk involved in the business as well as what 
kind of returns can be expected from the investment.In case 
of shareholders coming through a public offer /  offer for sale, 
they are to be provided with idea of business, promoters, 
management, competition, business environment, risk involved 
in business, tax environment etc. Further, investors are to be 
kept informed on justification of offer price.From investors’ 
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Abstract

In the capital scarce economy of India, several corporates 
offer securities to investors for raising funds, and list these 
securities on stock exchanges. Different types of investors 
like retail, non-institutional and qualified institutional 
buyers invest through process of public issues. The present 
study observe returns given by investment in corporate 
equities vary over a period of time. The study period covers 
from 2001 to 2010. There are some investments which offer 
higher returns on listing day and there after the returns do 
not match with listing day returns. In other cases, there 
may be negative returns on the listing day; however the 
trend may change over a period of time.

Key Words
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Returns From Investment in Initial Public 
Offers: A Study in Consistency of Returns

I. Introduction

As human beings have requirements of Roti, Kapda aur 
Maakan, businesses need men, money and materials. As 
businesses grow, all these requirements to grow. From 
point of view of study economics, finance, investment and 
management, it makes sense to study a firm, its requirement of 
money, the ways and means of raising money and associated 
issues.

All over the world, promoters of businesses initially use their 
own money. In the next stage of growth, money is raised from 
friends and relatives. In case of businesses involving high 



ESEARCH BULLETIN

Volume : 42 - I April 2016179

point of view, they get opportunity of participating in growth 
of a business, take risk as per their ability and willingness and 
get reward, if any.

Till 1991, the country had office of Controller of Capital Issues 
(CCI), in Ministry of Finance, who would decide pricing of IPOs. 
Methods followed by the CCI for pricing of IPOs were such that 
it made subscription to IPOs a profitable proposition. After 
1991, as office of CCI was abolished, and the capital market 
entered era of free pricing under supervision of Securities 
and Exchange Board of India, IPOs are being priced at close 
to market rates. So investment proposition in IP0 has not 
remained the same as it was there during pre-1991 period. As 
such, one has to give adequate thought before investing in 
IPO. IPO investment has become as good or bad as any other 
investment in a stock in secondary market.However, the ghost 
of the past is yet to get down from minds of investors and they 
are oblivious to the reality of the day. They still blindly chase 
IPOs as if every subscription is likely to result in some gain, 
if not substantial. This mind set of investors is carried out to 
investment in new schemes of Mutual Funds too.

When a company comes out with IPO, it has to appoint a 
Merchant Banker to draft the prospectus, to sell the issue, 
to appoint underwriters and for attending all such new issue 
related matters. The Merchant Banker is also expected to 
advise the company on timing and pricing of the issue. Since 
the Merchant Banker is appointed by the company, and acts as 
agent of the company, and gets incentive for higher collection 
of issue proceeds; he is more likely to price lPO at higher level 
than at reasonable level. Investors investing in IPOs depend 
on the information doled out by the Merchant Banker, who is 
appointed by the company, rather than taking an independent 
advice or independent judgment.

Many investors have sneaking belief that, companies under 
price their IPOs and leave some margin for investors to cash 
in. Though there are instances of wilful under pricing, these 
are far and few. There are more instances of promoters over 
pricing an IPO rather than under-pricing. There have been 
instances of IPOs being withdrawn for want of investor interest 
or bailed out by the Merchant Bankers because of over pricing.

The objectives of the study are- to study various IPOs during 
the period 2001 – 2010, to evaluate returns from IPOs on the 
day of listing and to evaluate returns from lPOs periodically 

after 1, 3 and 5 years from the day of listing

The rest of the study is organised on the following manner. 
Section two presents review of literature, section three Data 
collection and methodology, section four empirical analysis 
and section five concludes the study.

II Literature Review

Krishnamurthi& Kumar (2002) describes the environment for 
making initial public offerings (IPOs) in India and the process 
itself; and discusses the applicability of various research 
explanations for under-pricing to the Indian Market. Suggests 
that it will be greater for new firms and issues managed by 
reputable merchant bankers; and analyses 1992-1994 data 
on 386 IPOs to assess their performance. This data shows 
that issues with high risk and/or smaller offer prices are 
more under-priced; and that returns are strongly correlated 
with subscription levels. It discusses the underlying reasons 
for this and the implications for public policy.Shah Ajay 
(1995)identifies some of the stylized empirical regularities 
about India’s IPO market via a dataset of 2056 IPOs which 
had trading commence from January 1991 to April 1995.
Ghosh (2004)attempts a detailed investigation of the boom 
and slump phases in the Indian primary capital market, it 
concentrates on two key variables, namely, IPO volume and 
initial returns and analyses their nature and interrelation 
during these two periods. This study also analyses the firm-
specific characteristics and their influence on the timing of 
a company getting listed in the hot and cold market.Ghosh 
(2005)attempts to identify the factors explaining under-pricing 
of initial public offerings (IPOs) in an emerging economy, India, 
using 1,842 companies that got listed on the Bombay Stock 
Exchange from 1993 to 2001. It is found that uncertainty 
played a role in perverse under-pricing in the Indian primary 
market. IPOs with a large issue size and those that went for 
seasoned offerings had less under-pricing. Contrary to the 
international evidence, .under-pricing was less during the 
high volume (hot) period compared to the slump period in 
the Indian IPO market. During the hot period, new issues 
belonging to business groups under-priced more than their 
stand-alone counterparts did. Small issues belonging to private 
stand-alone firms had less under-pricing during the hot period 
and did not come to the market subsequently to raise funds.
Large issues belonging to the business groups, on the other 
hand, under-priced more and subsequently raised funds from 
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the market. These results support the predictions of signalling 
theory for the POs listed in the Indian stock markets over the 
last decade.Sahoo and Rajib (2010)presents fresh evidence 
on IPO performance, i.e., short-run under pricing and long-
run underperformance for 92 Indian IPOs issued during the 
period 2002-2006. It is reported that on an average the Indian 
IPOs are underpriced to the tune of 46.55 per cent on the 
listing day (listing day return vis-à-vis issue price) compared 
to the market index. Another contribution of this paper is 
the evaluation of the long-run post-issue price performance 
of Indian IPOs.Kumar (2008)examines the performance of 
IPOs issued through the book building process in India over 
the period 1999-2006. The sample comprises 156 firms that 
offered their shares through the book building route on the 
NSE. Upon listing the IPOs on an average offered positive 
returns (after adjusting for market movements) to investors 
and a large part of the closing day returns on the listing day 
were accounted for by the opening returns. In the long run 
the IPOs offered positive returns up till twenty four months 
but subsequently they underperform the market. However 
we cannot be emphatic about our later finding as our sample 
size comes down substantially because majority of the IPOs 
in the sample were issued in the last three years hence they 
do not have a five year track record. The excess buy and hold 
returns from IPOs are not positive both in the short term as 
well as in the long run. Further studies can examine the pricing 
efficiency of book building process by comparing the excess 
returns from fixed price offerings during the same period.Arif, 
Pandey and Singh (2009)conclude that subscription level of 
Non-institutional investors’ demand is significantly influenced 
by the subscription patterns of the Qualified Institutional 
Buyers (QIBs). Further, the market under-pricing is influenced 
by unmet demand of the non-institutional buyers.

John and Vikraman (2008) examine the performance of 
public offers of equity shares during the period 2004 -2008. 
The sample consisted of 71 firms. The study examined 
performance of IPOs the in short-run as well as in the long-run. 
The study found that performance of IPOs of PSUs was better 
than IPOs of private sector firms.Williams and Sohl (2012) 
claim that while venture investors are prone to under price IPO 
firms, reducing the proceeds from the offering, angel investors 
have incentives more aligned with non – venture capital pre- 
IPO shareholders. Ong (2006),Using three factor model and 
CAPM as bench mark, this paper examines the evidence on 
the long-run underperformance of IPOs in the Chinese and 

Indian market using a data set of firms over the period 2000-
2002. The paper concludes that under-pricing in India is 
due to many factors which are unique by world standards. 
Some of such factors are a) Delay from the issue date to 
listing date, b) the way offer price is fixed and availability 
of information to investors, and c) IPOs are sold directly to 
uninformed investors rather than the institutional investors.
Murthy and Singh ( 2011) This paper states that the extant 
literature broadly supports the view that IPOs are under-
priced. IPO pricing is mostly argued from the point of view 
of listing gains/ losses. This paper explains the process and 
outcomes of IPO pricing in the Indian capital market with the 
help of a basic model. This paper, ith the help of certain cases, 
attempts to show that concept of under-pricing is misleading 
and needs to be revised. According to this paper the extant 
notion of ‘under-pricing’ needs to be termed as ‘overpricing’ 
by the IPO market.The paper examines six different strategies 
of investment. Amongst other testing methods it uses a non-
parametric test, namely, the sign test. With the help of these 
tests this paper shows that IPOs are overpriced in comparison 
to their true price irrespective of the boom or recession in 
the market, in the Indian capital market. Aminul, Ruhani 
and Ahmad (2010) find that the degree of under-pricing in 
the Bangladesh capital market is rather high compared to 
that of other Asian and advanced stock markets. It has been 
documented that the average initial returns is 116.01 percent 
with a standard deviation of 261.94 percent during the period 
between1994-1999. During the period between 1994 and 2001, 
the IPOs of DSE were largely under-priced at 285.21 percent. 
At the same period the degree of under-pricing in Malaysia 
was 46.44%, Singapore and Turkey were 31.4% and 13.6% 
respectively India was 96.56% and in US market was 22%. Out 
of the 117 companies that were listed in the years 1995 to 2005, 
102 (87.18%) IPOs were found to be under-priced, 13 (11.11%) 
overpriced while only 2 were accurately priced. The overall level 
of overpricing was 15.37% with a standard deviation of 18.89. 
The high degree of under-pricing is still persistent. The paper 
suggests that in order to reduce the persistent higher degree 
of under-pricing the Securities and Exchange Commission 
should review the fixed pricing system. It is recommended 
that Book building pricing be implemented to reduce the 
persistent higher degree of under-pricing. The paper shows 
that offer size and size of the company is positively related 
to the degree of under-pricing. The industry type is found to 
be negatively related to the degree of under-pricing. However 
age of the firm and timing of offer were found to have no 



ESEARCH BULLETIN

Volume : 42 - I April 2016181

significant influence on the degree of under-pricing of IPOs 
in the Dhaka Stock Exchange.

III Data collection and methodology

The study involved collection of information on:

1. The number of companies that came out with public issues 
during the period of 1st January 2001 till 31 December 2010.

2. Names of companies that came out with public issues 
during the period of 1st January 2001 till 31 December 2010.

3. Sector wise grouping of companies

4. Finding out the date of opening and closing of public issue

5. Finding out the offer price for the issue ( if it was a fixed 
price issue) and issue price ( if it was a book built issue)

6. Finding out the closing price of the share on the listing day 
on BSE Ltd. (or the National Stock Exchange of India Ltd. if 
the company was not listed on BSE Ltd.) 

7. Finding out the closing price of the share on a date after 
one year from the listing date, on BSE Ltd. (or the National 
Stock Exchange of India Ltd. if the company was not listed 
on BSE Ltd.) 

8. Finding out the closing price of the share on a date after 
three years from the listing date, on BSE Ltd. (or the National 
Stock Exchange of India Ltd. if the company was not listed 
on BSE Ltd.) 

9. Finding out the closing price of the share on a date after 
five years from the listing date, on BSE Ltd. (or the National 
Stock Exchange of India Ltd. if the company was not listed 
on BSE Ltd.) 

10. Computing absolute or annualised returns as the case 
may be.

11. Classifying returns into positive and negative return 
category.

All data are sourced from BSE, Money control,Capitaline and 
CMIE Prowess data base. 

Table no: 1

Industry wise distribution of IPOs over period of study

To carry industry wise distribution of Initial Public Offers 
during period 2001-2010, the researcher classified companies 
/ IPOs in 15 different industry groups. These groups were 
formed based on their significance to the economy. All the 
IPOs which did not belong to these 15 groups were clubbed 
under ‘Miscellaneous’ category.

Sr No. Name of sector
Number of public issues in 
the sector during the study 

period

Capital raised in the 
sector through IPOs     

 ( Rs. Crores)

1 Auto and Auto Ancillaries 6 1,243.11

2 Chemicals 15 1004.24

3 Construction, Construction material 49 27,669.32

4 Electrical and electronics 11 2,598.11

5 Engineering 20 5,052.80

6 Entertainment, media and software 29 5,214.75

7 Financial services 33 15,898.40

8 Fast Moving Consumer Goods 6 730.46

9 Healthcare 20 2,236.50

Cont...
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10 Information Technology 50 9,392.02

11 Metal, Metal products and mining 35 18,683.18

12 Oil and Gas 4 16,143.04

13 Power 16 38,383.68

14 Telecom 8 4,226.70

15 Textiles 37 3,219.56

16 Miscellaneous 78 14,984.65

 Total 417 1,66,680.52

Table no: 2

Year wise distribution of IPOs over period of study

To find out year wise distribution of initial public offers and the amount raised during each year, calendar year i.e. period 
of 1st January to 31st December was considered. Further, if the public offer opened in a calendar year and closed in the next 
year, then the offer was included in the year in which public offer opened for subscription.

Sr. no Year of issue
Number of Initial Public offers 

during the year
Total Capital raised ( 

Rs. Crore)

1 Jan-December 2001 11             267.45 

2 Jan-December 2002 6          1,981.48 

3 Jan-December 2003 11          1,924.31 

4 Jan-December 2004 29       15,181.46 

5 Jan-December 2005 58       10,743.76 

6 Jan-December 2006 78       24,905.41 

7 Jan-December 2007 101       33,611.73 

8 Jan-December 2008 38       18,552.65 

9 Jan-December 2009 20       19,525.11 

10 Jan-December 2010 65       39,987.16 

 Total 417   1 ,66,680.52 



ESEARCH BULLETIN

Volume : 42 - I April 2016183

IV. Empirical Results

Table No: 3

To evaluate returns from IPOs on the day of listing

To evaluate the return from a public offer on the day of listing, absolute return was calculated based on the difference in the 
issue price and the closing price on the listing day.

S No Name of the industries 
Number of the 

companies
No of companies gave 

positive returns 
No of companies gave 

negative  returns

1 Auto and Auto Ancillaries 6 3 3

2 Chemicals 15 8 7

3
Construction, Construction 
material

49 31 18

4 Electrical and electronics 11 7 4

5 Engineering 20 15 5

6
Entertainment, media and 
software

29 19 10

7 Financial services 33 29 4

8 Fast Moving Consumer Goods 6 3 3

9 Healthcare 20 13 7

10 Information Technology 50 41 9

11
Metal, Metal products and 
mining

35 29 6

12 Oil and Gas 4 2 2

13 Power 16 10 6

14 Telecom 8 6 2

15 Textiles 37 18 19

16 Miscellaneous 78 51 27

             Total 417     285 132

To evaluate returns from lPOs periodically after 1, 3 and 5 years from the day of listing
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Table No: 4

Returns of the companies afterone year from the day of listing

To compute the return from a public offer after one year from the day of listing, absolute return was calculated based on the 
difference in the issue price and the closing price on BSE Ltd after one year from the day of listing. In case, the security was 
not listed on BSE Ltd. the closing price on the National Stock Exchange was considered for computing the returns.

S No Name of the industries 
Number of the 

companies
No of companies gave posi-

tive returns 
No of companies gave 

negative  returns

1
Auto and Auto Ancillaries

6 3 3

2 Chemicals 15 4 11

3 Construction, Construction 
material

49 15 34

4
Electrical and electronics

11 4 7

5 Engineering 20 5 15

6 Entertainment, media and 
software

29 17 12

7
Financial services 33 18 15

8 Fast Moving Consumer 
Goods

6 2 4

9 Healthcare 20 7 13

10 Information Technology 50 26 24

11 Metal, Metal products and 
mining

35 16 19

12 Oil and Gas 4 4 0

13 Power 16 4 12

14 Telecom 8 4 4

15 Textiles 37 14 23

16 Miscellaneous 78 38 40

Total 417 181 236
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Table no: 5

Returns of the companiesafter three years from the day of listing

To compute the return from a public offer after three years from the day of listing, annualised return was calculated based on 
the difference in the issue price and the closing price on BSE Ltd after three years from the day of listing. In case, the security 
was not listed on BSE Ltd. the closing price on the National Stock Exchange was considered for computing the returns.

S No Name of the industries 
Number of the 

companies
No of companies gave 

positive returns 
No of companies gave nega-

tive  returns

1

Auto and Auto Ancillaries
6 2 4

2 Chemicals 15 5 10

3 Construction, Construction 
material

49 8 41

4
Electrical and electronics

11 3 8

5 Engineering 20 3 17

6 Entertainment, media and 
software

29 8 21

7 Financial services 33 22 11

8
Fast Moving 
Consumer Goods

6 1 5

9 Healthcare 20 8 12

10 Information 
Technology

50 22 28

11 Metal, Metal products and 
mining

35 9 26

12
Oil and Gas 4 3 1

13
Power 16 3 13

14
Telecom 8 2 6

15
Textiles 37 7 30

16
Miscellaneous 78 25 53

Total 417 131 286
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Table no: 6

Returns of the companies after five years from the day of listing
 To compute the return from a public offer after five years from the day of listing, annualised return was calculated based on 
the difference in the issue price and the closing price on BSE Ltd after five years from the day of listing. In case, the security 
was not listed on BSE Ltd. the closing price on the National Stock Exchange was considered for computing the returns.

S No Name of the industries 
Number of the 

companies
No of companies gave 

positive returns 
No of companies gave negative  

returns

1 Auto and Auto Ancillaries 6 3 3

2 Chemicals 15 4 11

3
Construction, Construction 
material

49 7 42

4 Electrical and electronics 11 3 8

5 Engineering 20 2 18

6
Entertainment, media and 
software

29 9 20

7 Financial services 33 21 12

8 Fast Moving Consumer Goods 6 1 5

9 Healthcare 20 5 15

10 Information Technology 50 15 35

11
Metal, Metal products and 
mining

35 11 24

12 Oil and Gas 4 2 2

13 Power 16 4 12

14 Telecom 8 3 5

15 Textiles 37 7 30

16 Miscellaneous 78 24 54

Total 417 121 296



ESEARCH BULLETIN

Volume : 42 - I April 2016187

V. Findings and conclusion 

IPOs offer good investment opportunity to investors; however 
returns vary across industry and across different periods.Most 
of the IPOs get oversubscribed, but the over subscription 
may not result gains to the investors.Out of all the 417 public 
issues under the study, a significant 31.65 per cent IPOs gave 
negative returns on the day of listing.Only 43 per cent, 31 per 
cent and  28.70 per cent of companies , that came out with 
public issues, have given positive returns over a period of 
one, three and five years respectively.Only 24 per cent of the 
companies ( 99 companies out of 417 )  who came out with 
public issues have given positive return over one and three 
years, while only 18 per cent of companies ( 74 companies out 
of 417 ) who came out with public issues have given positive 
returns over one, three and five years.

To conclude, investors may look at investment in IPOs just 
like any other investment decision and not go by the idea that 
IPOs in India are generally under-priced.
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Risk Management for a Commercial 
Lending Portfolio Using Time Series 
Forecasting and Small Datasets

Abstract

Most risk managers use the Expected Credit Loss 
model to create allowances and provisions by 
calculating expected credit loss for the next 12 
months. The expected loss is an estimate of the 
next 12 months actual loss percentage. This ap-
proach, by far, is considered to be a standard in 
the banking domain since it uses estimates from 
BASEL compliant Probability of Default, Loss Given 
Default and Exposure at default models. But the 
limitation of the approach is it’s over conservative 
nature, and mangers end up reserving much more 
than is optimally required. This paper argues that 
time series forecasting techniques help in estimat-
ing next 12 month’s actual loss percentage more 
accurately than the expected loss approach and 
hence is more appropriate technique of loss fore-
casting. The paper addresses the challenges of 
developing time series models with small datasets. 
Aggregating quarterly reported transaction data 
at the portfolio level, the data points get largely 
condensed and it is difficult to get more than 25 
quarterly reported data points. To solve this prob-
lem associated with the small number of obser-
vations;this paper suggests a simple technique to 
simulate monthly data points using random num-
bers, under specific assumptions. ARIMA models 
are developed on the simulated data to estimate 

the next 12 months loss. The time series models 
show a lower prediction error as compared to the 
Basel compliant Expected Loss approach.

Key Words
Stock Market, Stock Market Volatility, Botswana Stock 
Exchange (BSE) 

JEL Classification
  G17, G20

Section1: Introduction

Forecasting credit losses for commercial lending portfolios, 
using time series has been a challenge since businesses 
do not maintain huge volumes of historical data, given the 
data management and maintenance costs. Many financial 
institutions maintain historical data, recorded at transaction 
level, reported quarterly, for at most seven years. Aggregating 
the dataset from transaction level to a quarterly level condenses 
the data, making it difficult to obtain more than 25-30 quarterly 
data points. Most of the widely used loss forecasting techniques 
(such as Net Flow Rate method, Vintage loss curves, Score 
distributions etc.) employed by the businesses require huge 
volumes of historical transaction level data to forecast losses 
for a window of 12 to 24 months. Some financial and credit 
institutions in the Europe and America, provide consultants 
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with the next 12 months actual loss percentage at a quarterly 
level- a forward looking loss measure (obtained by adding up the 
consecutive four quarterly loss percentages on a rolling basis 
for a historical data and reporting it at the beginning of the 
first quarter in the rolling data) which helps in the development 
and back-testing of predictive credit loss forecasting models. 

Most risk managers use the expected credit loss approach to 
forecast losses over the next 12 months window and validate 
it on the historical values of actual loss percentage over the 
next 12 months. This approach is by far considered to be a 
reliable standard in the banking domain, since it uses the BASEL 
compliant estimates from Probability of Default (PD), Loss Given 
Default (LGD) and Exposure at Default (EAD) models. More 
than 50% of the large banks (with assets more than $50billion) 
use the expected loss approach, for forecasting their expected 
losses, which is used for downstream processes like estimating 
FAS 5 general reserves. The main limitation is their tendency 
to estimate anover-conservative coverage ratio, which has a 
high opportunity cost in terms of dividend payments or further 
investments. Therefore, the businesses face a trade-off between 
maintaining reserves and allocating investible funds. 

The paper focusses on two main areas. First, it explains the 
advantages of time series models over other methods of 
forecasting expected portfolio losses. Time series forecasting 
techniques help in estimating next 12 month actual loss 
percentage more accurately from the actual loss percentage 
data. Second, it proposes an alternate methodology to 
develop time series models using small datasets (less than 
30 observations). The paper is arranged as follows- Section 2 
discusses the characteristics of the portfolio and the description 
of the available data, Section 3 describes the expected loss 
approach and the research problem, Section 4 discusses the 
challenges of applying time series models in small data sets, 

Section 5 discusses the data preparation, model development, 
the results and observations and Section 6 concludes. 

Section 2: Portfolio Characteristics and data description

This work is based on a US based Healthcare Financial Services 
(HFS) lending portfolio composed of cash flow and asset based 
loans. Healthcare Financial Services refer to a line of business 
where credit is extended out to healthcare centers to finance 
the purchase of medical equipments or to support their working 
capital requirements. The obligors in the portfolio comprise both 
high-margin companies with little hard assets (for cash flow 
loans) as well as companies with relatively low profit margins 
and large asset rich balance sheets (for asset based loans). 

For calculating the actual loss percentage every business has 
their own definition based on the obligors, recovery patterns 
and the line of business for which the lending is done. Actual 
loss is a forward looking loss measure which gives the risk 
managers an idea about the actual net write-offs a portfolio 
has had historically over a twelve months window. It is mostly 
decided through a discussion between the business, risk 
managers and the respective portfolio managers. Listed below 
is a list of actual loss definition that has been used for this 
portfolio. 

Definition 1: Actual loss = Life time net write off from the 
defaulters in the next 12 months

Definition 2: Actual loss = 12 months of net write off from 
the defaulters in the next 12 months

The actual loss percentages are calculated at a quarterly level 
and are reported as a next 12 months loss percentage at a 
quarterly level (Table 1):

Table 1: Next_12_months_loss - a hypothetical example
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The next 12 month loss percentage is a forward looking measure 
of actual loss. Since, the performances of the expected loss are 
validated on the actual loss at the beginning of every quarter 
therefore the measure of the actual loss must also be forward 
looking. Therefore, for 6 years of data, summarized quarterly, 
there are 24 data points. 

Section 3: Expected Credit Loss model of loss fore-
casting

 The main objective of the expected credit loss approach is 
to estimate potential losses for the performing non-impaired 
accounts by estimating the expected 12 months credit losses 
- the weighted average of credit losses, using the respective 
probability of defaults as weights, defined as:

Expected Credit losses = PD * LGD* EAD

Where PD = Probability of Default, LGD = Loss Given Default, 
EAD = Exposure at Default. 

This approach is based on estimating the credit losses for the 
next twelve months(Next 12 month’s loss). For large exposure 
portfolios, the most commonly used technique across the 
industry is to look at the expected loss as an estimator of the 
actual losses that can be incurred over the next 12 months 
window. The accuracy of the Expected loss model depends on 
the accuracy of the feeder models – PD, LGD and EAD models 

respectively. The Probability of Default (PD) is the likelihood 
that the borrower of a loan or debt will default (more than 90 
days past due or written off) on the contractual terms of the 
payments over the next 12 months. The Loss Given Default 
(LGD) is the share of an asset that is lost by a bank or other 
financial institutions when a borrower defaults on a loan, and 
is calculated as a percentage of the total potential exposure 
at default. The Exposure at Default (EAD) is defined as the 
total value that a bank is exposed to at the time of default. 
The EAD along with the PD and the LGD is used to predict the 
expected losses for the financial institutions over the next 12 
months’ time horizon. 

Though the expected loss model is commonly accepted as a 
technique of forecasting expected losses, it suffers from some 
limitations (summarized in Figure 1):

i) First, the feeder PD, LGD and EAD models are based on 
portfolio information which is at least 12 months old. This 
limitation arises as a requirement of the BASEL accords, which 
requires the performance period for obligors to be at least 12 
months. So for predicting the expected losses for the year 2015 
using historical data from 2008Q1 to 2014Q4, information up 
to Q12014 can be used, at best. So the most recent changes 
in the portfolio characteristics or the impacts of most recent 
macroeconomic factors on the portfolio behaviour are not 
captured in the model. 

Figure 1: Actual Loss v/s Expected Loss comparison using the EL (Basel) approach

ii) Second, the expected losses approach provides an over-
conservative estimate of losses. It either over reserves and 
blocks up surplus capital or under reserves given its inability 
to predict possible macroeconomic changes and increases the 
chances of bankruptcy for the financial institutions.

The Expected Credit Loss model under predicted the actual 
loss in 2008 and 2011. The actual losses in 2008 have been 
higher relative to expectations as a result of the global financial 
crisis. The feeder models for calculating EL of 2008 was based 
on the data up to Q1 2007 and was not equipped to identify 
the possibilities of sudden adverse macro-economic changes 
during 2008.This explains the first limitation of this approach. 
The second limitation follows from the first limitation. A similar 
under prediction is observed in 2011, as the feeder models did 
not capture the risks that the US economy could be exposed 
to as result of the Eurozone crisis. 

The main advantage of time series models, as an alternate loss 
forecasting technique is that it uses all historic information 
related to the forecasted dependent variable. It considers 
the lagged values of the dependent variables (Autoregressive 
models) as well as the impact of the forecast errors (Moving 
Average models). For forecasting the actual loss percentage 
using time series model, the historic loss percentages are 
used. This work focusses on forecasting net 12 months loss 
percentage for the cash flow portfolio. The results can be 
extended, without loss of generality, to the asset based loans. 

Section 4: Challenges of developingtime series 
models using small datasets

From the time it has been suggested by Box-Jenkins, the ARIMA 
models have enjoyed fruitful applications in forecasting social, 
economic, engineering, foreign exchange and stock problems. 
The landmark contribution of Box-Jenkins (1970) in the 
ARIMA model was to consolidate the linear operator models 
developed by Yule (1921) and Wold (1938) in developing the 
time series models. These models have an adaptive ability to 
represent a wide range of processes within a parsimonious 
model and permit modelling in the presence of external events 
(interventions) or multiple stochastic exogenous variables 
(transfer function models). This model has the advantage 
of accurate forecasting in a short time period; it also has 
the limitation that at least 50 observations and preferably 
100 observations or more should be used. In the domain of 
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ii) Second, the expected losses approach provides an over-
conservative estimate of losses. It either over reserves and 
blocks up surplus capital or under reserves given its inability 
to predict possible macroeconomic changes and increases the 
chances of bankruptcy for the financial institutions.

The Expected Credit Loss model under predicted the actual 
loss in 2008 and 2011. The actual losses in 2008 have been 
higher relative to expectations as a result of the global financial 
crisis. The feeder models for calculating EL of 2008 was based 
on the data up to Q1 2007 and was not equipped to identify 
the possibilities of sudden adverse macro-economic changes 
during 2008.This explains the first limitation of this approach. 
The second limitation follows from the first limitation. A similar 
under prediction is observed in 2011, as the feeder models did 
not capture the risks that the US economy could be exposed 
to as result of the Eurozone crisis. 

The main advantage of time series models, as an alternate loss 
forecasting technique is that it uses all historic information 
related to the forecasted dependent variable. It considers 
the lagged values of the dependent variables (Autoregressive 
models) as well as the impact of the forecast errors (Moving 
Average models). For forecasting the actual loss percentage 
using time series model, the historic loss percentages are 
used. This work focusses on forecasting net 12 months loss 
percentage for the cash flow portfolio. The results can be 
extended, without loss of generality, to the asset based loans. 

Section 4: Challenges of developingtime series 
models using small datasets

From the time it has been suggested by Box-Jenkins, the ARIMA 
models have enjoyed fruitful applications in forecasting social, 
economic, engineering, foreign exchange and stock problems. 
The landmark contribution of Box-Jenkins (1970) in the 
ARIMA model was to consolidate the linear operator models 
developed by Yule (1921) and Wold (1938) in developing the 
time series models. These models have an adaptive ability to 
represent a wide range of processes within a parsimonious 
model and permit modelling in the presence of external events 
(interventions) or multiple stochastic exogenous variables 
(transfer function models). This model has the advantage 
of accurate forecasting in a short time period; it also has 
the limitation that at least 50 observations and preferably 
100 observations or more should be used. In the domain of 

risk management, the environment is uncertain and changes 
rapidly; therefore, future situations must be forecasted 
using little data in a short span of time. The uncertainty is 
created from changes in the integral environment and rapid 
development of technology. Another major challenge of 
obtaining properly aggregated data in the banking sector 
arises from the inability of some financial institutions (NBFCs 
as well as banks) to aggregate and manage adequately vast 
amount of data (KPMG, 2014). Therefore, obtaining a dataset 
of adequate size for developing a time series model is a major 
challenge in the domain of credit risk management.

A very important check of the goodness of fit for a time series 
model is to check whether the error terms are white noise 
or not. The “white noise” condition of the error terms in a 
time series model imply that the residual series contains no 
additional information that might be utilized by a more complex 
model. The Autocorrelation Function (ACF) is an important tool 
to test whether the residual series is sequences of uncorrelated 
random variables have constant mean and variance. Box-
Pierce (1970) argued that the autocorrelation coefficients for 
the residuals can be calculated directly from the observations 
if the parameters of the ARIMA model were directly known. 
Since, the parameters are at best, estimated, therefore it is 
more logical to study the sample autocorrelation function 
of the residuals. They also showed that, for large samples, 
residual autocorrelations are a very close approximation of 
the true errors of the actual data generating process and 
can be represented as a singular linear transformation of 
the autocorrelation of the errors so that they possess a 
singular normal distribution. Anderson(1942) also showed 
that the Autocorrelation Function was normally distributed 
for samples more than 30 and for small lags the residual 
autocorrelations are not a good approximation of the true 
behaviour of the error process. Since, the approximations are 
not good for autocorrelations of small lags, the identification 
tests applied to the data to find out a smaller sub-class of 
models to represent the stochastic process or diagnostic 
checks applied to the residuals may not be yielding an accurate 
result for small data sets. 

Hurvich and Tsai (1989) showed that for small sample, 
the model selection criteria, Akaike Information Criteria 
(AIC) become biased. If the true time series model is infinite 
dimensional, AIC provides an asymptotically efficient selection 
of a finite dimensional approximating model. The method tends 
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to over fit severely unless strong assumptions are placed on 
the maximum allowable dimension of the candidate model. 
The imposition of such cut offs are problematic when the 
sample size is small. Therefore, the primary objective of this 
work is to simulate, sufficiently large number of observations 
for the actual loss %series. 

Section 5: Data Preparation and Model develop-
ment

The methodology design has been constructed under the 
following assumption:

1. It is assumed that the data is available only on the variable 
Next_12_months_loss percentage. The transaction level data 
points are unavailable.

2. The non-leveraged cash flow loan portfolio is studied. 
Leveraged Loans are outside the scope of analysis (since 
they composed a negligible proportion of the portfolio).

3. The loss percentages reported are for cash flow loans. 
The asset based loans are outside the scope of the present 
discussions.

4. The expected loss estimates includes only on books non-
defaulted accounts. Frauds, bankruptcies are already removed.

5. Intra-quarter losses do not vary significantly. Inter-quarter 
losses display a greater variability. 

The dataset (Table 2) has been sourced from an international 
non-bank financial corporation 

Table 2: Next_12_months_loss data (based on actual loss) and EL estimates
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The quarterly loss percentages for the next four quarters are added up in a rolling manner and reported at the beginning of 
the first quarter of the particular rolling sample to obtain the Next_12_months_loss figures. Consider the following example 
the Next 12 months loss reported at Q1 2008: 

Similarly, the Next 12 month’s loss reported at Q2 2008 will b

The numbers of data points are condensed in the variable Next_12 month’s loss and insufficient to develop a stable time 
series model for forecasting portfolio losses. To solve this problem the following technique is suggested:

(1) Obtain the quarterly data points from the Next_12 month loss variable.
(2) Simulate the monthly observations from the quarterly data points.
(3) Estimate the quarterly losses up to Q4 2015.
(4) Obtain the Next_12 month loss estimates from the predicted quarterly data points.

Obtaining the quarterly data points from the Next_12 _months loss variable:

Since, a minimum of 50 observations are essential for applying the Box-Jenkins method of  time series forecasting, the variable 
Next_12_month lossis unsuitable for developing a time series model. For reasons described in section 4, the actual loss 
percentages must be disaggregated to a quarterly and then to a monthly level to have a sufficiently large dataset. A recurrence 
relation derived from the first order difference of Next_12_month_loss is used to extract the quarterly observations. The 
first order difference of the Next_12_month loss is the year on year change in actual loss percentage. The rationale for using 
this recurrence is explained in the figure below:

Figure 2: Derivation of the Quarterly data points recursion relation
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The first order difference between the Next_12_months_loss 
(Q1’2008) and the Next_12_month_loss (Q2’2008) is the 
percentage year on year change in the actual loss percentage. 
Therefore, the recurrence relation: 

Actual loss percentage Q1 2009 = Actual loss percentage in 
Q1 2008+ year_on_year change in actual loss percentage 
(1)

 (1) Cannot calculate the first four quarters of the data 
starting from Q1 2008 to Q4 2008, since data prior to 2008 
are unavailable. The first four quarters are used as initial 
conditions for generating the data from Q1 2009- Q4 2009. 
While specifying the set of initial conditions, the following 
points are to be considered: (i) The sum of the actual loss 
percentage for Q1’2008 to Q4’2008 must equal the Next_12_
month_loss value at Q1’2008 (ii) The distribution of the 
variable Next_12_month_loss must be analyzed before 
making any imputations (iii) The actual loss percentage values 
obtained in the different quarters must be consistent with the 
then prevalent business scenario.

A Univariate description of Next_12_month_loss 
distribution: 

The Next_12_month loss is normally distributed (Table 3 and 
4) with mean 0.005 and standard deviation 0.002. 

Table 3: Basic statistical measures for Next_12_months_loss

Basic Statistical Measures

Location Variability

Mean 0.005008 Std Deviation 0.00208

Median 0.005235 Variance 4.3097E-6

Mode 0.005235 Range 0.00620

  Interquartile Range 0.00

Table 4: Tests for Normality for Next_12_months_loss

Tests for Normality

Test Statistic p Value

Shapiro-Wilk W 0.933012 Pr < W 0.1418

Kolmogor-
ov-Smirnov

D 0.10162 Pr > D >0.1500

Cramer-von 
Mises

W-Sq 0.048849 Pr > W-Sq >0.2500

Anderson-Darling A-Sq 0.401074 Pr > A-Sq >0.2500

Since the loss distribution is symmetric therefore, the data 
point for Q1’2008 is imputed by the average of the Next_12_
months_loss reported at Q1’2008. Imputing the quarterly 
loss percentage by the average of the annual loss percentage 
is the most conservative measure since no historical loss 
information is available for the particular data point (Table 5). 
For the remaining three quarters of 2008, there is relatively 
more information for identifying their values. 

Table 5: Calculation of initial quarterly loss percentages for 2008
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                                                               Tests for Normality 

Test Statistic p Value

Shapiro-Wilk W 0.952736 Pr < W 0.2887

Kolmogorov-Smirnov D 0.127052 Pr > D >0.1500

Cramer-von Mises W-Sq 0.059851 Pr > W-Sq >0.2500

Anderson-Darling A-Sq 0.382049 Pr > A-Sq >0.2500

Table 7(b): Normality results for Quarterly Actual loss

The second column shows the Next_12_months_loss percentages reported at the beginning of the four quarters of 2008. 
The third column shows the average percentage of loss incurred in the portfolio during 2008. No other information about 
the loss percentage is available for Q1 2008; therefore the quarterly actual loss percentage is imputed by the average of the 
next_12_month loss for Q1. Since, the estimates for the Next_12_months _loss is made on a rolling sample basis, therefore, 
Q2 2008 uses Q1 and Q2 average losses in calculating its actual loss percentage and similarly, Q4 2008 uses the average 
loss information for all the four quarters to calculate the actual loss percentage.  The quarterly actual loss percentages for 
Q2,Q3and Q4 are calculated from the average of column (4), (5), (6) and (7) (Table 6).  The sum of the quarterly losses also 
add up to the Next_12_month_loss (Q1 2008) of 0.74%. The data points from Q1 2009 onwards are generated using the 
recurrence relation defined in (1). 

The quarterly loss percentages generated in table 6 can be used as a proper representation of the possibleloss behavior of 
the healthcare financial services lending portfolio since the data points represent consistent statistical and business behavior.

Basic Statistical Measures

Location Variability

Mean 0.001250 Std Deviation 0.00104

Median 0.001411 Variance 1.08915E-6

Mode . Range 0.00355

  Interquartile Range 0.00136

Table 7(a): Basic Statistical measures for Quarterly Actual loss

Table 6: Sample of Quarterly loss percentages and Next_12_month _loss percentages
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Tables7(a) and (b) summarize the results of normality testfor 
the variable Quarterly Actual loss. The Next_12_months_
losses obtained from the quarterly loss percentage is also 
normally distributedand hence, consistent statistically. 

The dataset generated is also consistent from the business 
perspective. Since the main line of business of the portfolio is 
Healthcare financing, the actual loss is affected by the factors 
which impact the cash flows of the obligor. The 2008 financial 
crisis had impacted healthcare facilities, medical equipments 
and managed healthcare companies. Since, the window of 
analysis for the data is Q1 2008-Q1 2014, the impacts of 
the financial crisis can be observed, on the patterns of the 
quarterly actual loss percentage.  The financial crisis impacted 
the healthcare industry in two ways: 

(1) Through declines in elective procedures such as knee 
and hip replacement, as well as screening procedures as 
colonoscopies 

(2) increase the number of patients whose economic situation 
has worsened  to the point that they have lost all insurance 
coverage and are uninsured. 

Under both these situations the cash flow of the healthcare 
firms are adversely affected and the losses are likely to increase 
for the financial institution who has lent out funds to the 
respective healthcare firms. The S&P Equity Research continued 
to observe a strong demand for healthcare services through 
September 2008. The downward trend started beginning 2009. 
The rising unemployment and increasing number of un-insured 
Americans were mainly responsible for the rising losses in the 
healthcare portfolios. This is responsible for the actual losses 
spiking up at the end of the first quarter of 2009.  The losses 
in the second quarter of 2009 and first quarter of 2010 had 
fallen relative to the neighboring time points on account of 
recovery of a large loan. The highest percentages of the losses 
have been incurred during the year 2009. 

Simulating the monthly data points from the quarterly 
data points: 

The technique relies on repeated random sampling to simulate 
monthly data points from the identifiedstatistical distribution 
of the quarterly losses. The results of the descriptive statistics 
in tables 7(a) and 7(b) show that the quarterly loss is more 
or less symmetric. 

Figure 3: Distribution of the Quarterly Actual loss data points

The Normal distribution is used to simulate the monthly actual 
loss percentages values such that the sum of three months 
actual loss percentage must be equal to the quarterly value 
of the actual loss percentage. For the simulation, each trial 
has three observations (the number of months in a quarter) 
and the numbers of trials are limited to 250. The mean of the 

distribution is the quarterly loss value divided by three and 
the standard deviation is assumed to be one-fourth the value 
of the mean. The business assumes that intra-quarter losses 
do not display much variability. Variability in losses becomes 
more distinct when loss patterns quarter over quarter are 
examined. The simulation procedure has two steps: First, 250 
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trials of random numbers are generated, each trial containing 3 observations and sum forthe three observations is obtained. 
Second, the trials with sum equal to the quarterly loss percentage for a given time point are chosen, since; the monthly loss 
percentages must add up to the value of the quarterly sum of actual loss percentage. 

Table 8: Dissociation of quarterly observations into monthly observations

Basic Statistical Measures

Location Variability

Mean 0.000412 Std Deviation 0.0003489

Median 0.000457 Variance 1.21727E-7

Mode 0.000250 Range 0.00141

  Interquartile Range 0.0004800
                               

Table 8(a): Basic Statistical measures for monthly Actual loss

The Average monthly losses are approximately symmetric (table 8(a) and 8(b)), contains 75 observations and is suitable for
developing an ARIMA lossforecasting model. 
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Table 8(b):Normality test results for monthly Loss percentages

Tests for Normality

Test Statistic p Value

Shapiro-Wilk W 0.969618 Pr < W 0.0682

Kolmogorov-Smirnov D 0.080216 Pr > D >0.1500

Cramer-von Mises W-Sq 0.110619 Pr > W-Sq 0.0833

Anderson-Darling A-Sq 0.718003 Pr > A-Sq 0.0610

Estimating the quarterly losses up to Q4’2015:

The ARIMA model formulation includes four steps:

1. Identification of the ARIMA (p, d, q) structure. Use 
autocorrelation function (ACF) and Partial Autocorrelation 
Function (PACF) to choose the candidate ARMA model. Testing 
that the autocorrelation structure is not a white noise at 
least up to a given lag, so that ARMA could be applied to 
model the data

2. Estimating the unknown model parameter for identifying 

the optimal ARMA model which fits the series.

3. Diagnostic checks are applied with the objective of 
uncovering possible lack of fit and diagnosing the cause. 
The error tem must be white noise after all optimal lags are 
assigned.

4. Forecasting using the selected model.

The autocorrelation plot for the variable, Average_monthly_
losses shows how the values of the series are correlated with 
its past values (Table 9).

Table 9 (a): Autocorrelation plot for Average_monthly_losses (shown up to 6 lags)

Autocorrelations

Lag Covariance Correlation -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1 Std Error

0 1.20104E-7 1.00000 |                    |****************************| 0

1 7.23667E-8 0.60253 |               .    |************        | 0.115470

2 3.60746E-8 0.30036 |              .     |******              | 0.151706

3 -6.8537E-9 -.05707 |              .    *|     .              | 0.159438

4 -5.9101E-9 -.04921 |              .    *|     .              | 0.159710

5 -5.8225E-9 -.04848 |              .    *|     .              | 0.159912

6 1.91554E-9 0.01595 |              .     |     .              | 0.160108

The correlation between the Average_monthly_losses is the highest with the Average_monthly_losses for the previous period 
(0.6025). The series for the Average_monthly_losses is stationary since the autocorrelation exponentially declines after the 
first lag. In PACF graph (Table 9(b)), the partial autocorrelation cuts off after the first lag and drops to zero, suggesting an 
AR(1) process for Average_monthly_losses. 
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Table 9(b): Partial Autocorrelation function for Average_monthly_losses

Partial Autocorrelations

Lag Correlation -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1

1 0.60253 |               .    |************        |

2 -0.09841 |               .  **|    .               |

3 -0.03116 |                   * |    .               |

4 0.02496 |               .    |*               |

5 -0.03459 |               .   *|    .               |

6 -0.06412 |               .   *|    .               

The final check is to validate whether the autocorrelation of the variable up to a given lag is significantly different from zero.  
If the series is a white noise, then the loss behavior cannot be modeled using an ARIMA process. The check for white noise in 
Table 10 indicates that the actual loss variable is highly correlated with its previous values. Thus, a first order autoregressive 
model is a good candidate to fit the actual loss process. 

Table 10: Autocorrelation for check of White noise

Autocorrelation Check for White Noise

To Lag Chi-Square DF Pr > ChiSq Autocorrelations

6 36.14 6 <.0001 0.603 0.300 -0.057 -0.049 -0.048 0.016

In the estimation stage an AR (1) model is fitted to the actual loss series. 

Table 11:  Parameter Estimates Table for the Auto regressive procedure

Conditional Least Squares Estimation

Parameter Estimate Standard Error t Value Approx. 
Pr > |t|

Lag

MU 0.0004107 0.00008253 4.98 <.0001 0

AR1,1 0.62746 0.09422 6.66 <.0001 1

Table 11 lists the parameters in the model; for each parameter,the table shows the estimated value and the standard error and 
t value for the estimate.The table also indicates the lag at which the parameter appears in the model.Both, the intercept MU 
(0.0004107) and the auto regressive parameter AR1, 1(0.62746) are significant as shown by the p-values.  The “Goodness-
of-fit” measures are summarised in table 12 below:

Table 12: Goodness of fit measures for ARIMA

Constant Estimate 0.000153

Variance Estimate 7.674E-8

Std Error Estimate 0.000277

AIC -1013.9

SBC -1009.26

Number of Residuals 75
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The final part of the estimation stage is to check whether the residual series is white noise or not (Table 13). 

Table 13: Check for white noise of the Residual series

Autocorrelation Check of Residuals

To Lag Chi-Square DF Pr > ChiSq Autocorrelations

6 11.03 5 0.0509 0.053 0.139 -0.320 -0.020 -0.086 -0.072

12 17.69 11 0.0891 -0.006 0.134 0.176 0.065 0.051 0.139

18 25.34 17 0.0873 -0.016 -0.039 -0.265 0.026 -0.033 0.076

24 27.27 23 0.2445 -0.001 0.045 0.015 0.032 0.034 0.114

The null hypothesis of white noise is accepted for autocorrelation of residuals up to 24 lags.  Since the diagnostic tests show 
that the parameter of the model is significant and the residual series is a white noise, the AR (1) process can be used to 
predict the monthly losses for this portfolio. In the forecasting stage, the values of the dependent series are forecasted for 
some periods ahead. The forecast for a snapshot of 4 periods is shown (Table 14).

Table 14: Forecasts for the variable Average_monthly_losses

Forecasts for variable Average_monthly_losses

Obs Forecast Std Error 95% Confidence Limits

76 0.00003571 0.0002770 -0.00050724 0.00057867

77 0.00017543 0.0003270 -0.00046555 0.00081641

78 0.00026310 0.0003447 -0.00041259 0.00093878

79 0.00031810 0.0003515 -0.00037077 0.001007

The forecasted values are next used to compute the predicted values of the Quarterly loss and the Next_12_months_loss. 
The monthly losses are summed up to get the quarterly loss and the quarterly losses are added on a rolling basis to get the 
Next_12_months_loss.  For comparing the reliability of the forecasted values, the actual values of the variable Next_12_
months_loss is compared to the Next_12_months loss obtained from the time series analysis and the Expected Loss approach.  
The estimates of prediction accuracy like Mean Absolute Error (MAE), Mean Absolute Prediction Error (MAPE) and Root 
Mean Square Error (RMSE) are computed to validate the accuracy of the forecasts. 

Obtain the Next_12_Months Loss estimates from the quarterly predicted data points:
The estimated monthly data points are aggregated to the quarterly level and the quarterly data points are summed up to 
the Next 12 months level (Table 15)

Table 15: A Table of the quarterly loss estimates v/s actual loss percentages

Obs Quarter Qtrly_loss_forecasted Qtrly_loss_actual Year

1 Q12008 .001532485 0.001850000 2008

2 Q22008 .001586538 0.001907197 2008

3 Q32008 .001706288 0.001860687 2008

4 Q42008 .001526125 0.001811712 2008

5 Q12009 .001938173 0.002351812 2009

6 Q22009 .001358012 0.001106121 2009
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The Quarterly forecasted loss estimates are aggregated up to a quarterly level to obtain the Next_12_months_loss reported 
quarterly. These estimated Next_12_month loss obtained from the time series model is compared with the expected loss 
estimates. The two models are compared using APE and MAPE. 

The loss estimates derived using the time series model is better, compared to the Expected loss estimates. Both models under 
predict the actual loss during the period of the financial crisis, but the extent of under prediction is lower for the time series 
model compared to the Expected Loss approach. Therefore, the time series model is a better technique for forecasting losses 
if the data contains crisis episodes. Also, the extent of over prediction of actual losses is lower in the time series model than 
expected loss model. The coverage ratio exceeds 100% but is not as high as the coverage ratio of the expected loss model 
(Figure 4)

Figure 4: Comparison between actual and forecasted next 12 months loss and Expected loss

Maheshwari and Sengupta (2014) pointed out the tradeoff between the conservativeness of the reserve policy and the 
profitability of the business. Overestimating the reserve reduces the profitability of the lending business, since a large part 
of loan able funds are booked up as reserves.  Similarly, under reserving for loans and lease losses creates the risks of 
financial ruin. Expected losses arise form the possibility of default from the obligors, delay in interest payments and change 
in credibility of obligors within next one year. As reserve is calculated for yearly horizon, probabilities of defaults (PD) are 
forecasted for yearly horizon.The PDs are calculated based on a twelve month performance period, as a result of which the 
portfolio information based on which the model is developed is one year old and the most recent portfolio changes are not 
reflected in the estimates. Time Series models; on the other hand, uses the behavior in the most recent past to model future 
losses. Therefore, the latter model gives a more accurate prediction of the future losses. 

The time series model has a lower MAPE and MAE compared to the Expected Loss model and the average under prediction 
for the former is much lower compared to the later. But, the time series model has a limitation. Its chances of over prediction 
are relatively higher compared to the Expected Loss model, but the overall chances of under prediction are much lower than 
the Expected Loss models. Incorporating the impacts of appropriate macroeconomic variables can improve the predictive 
capacity of the model in the neighbourhood of crises periods.



ESEARCH BULLETIN

Volume : 42 - I April 2016 202

Table 16: Comparison between Time Series model and Expected Loss model

Section 6: Conclusion

Most risk managers use the Expected Credit Loss model to create allowances and provisions by calculating expected credit 
loss for the next 12 months. The expected loss is used as an indicator of the next 12 months actual loss percentage. This 
approach, by far, is considered to be a standard in the banking domain since it uses estimates from BASEL compliant Probability 
of Default, Loss Given Default and Exposure at default models. But the limitation of the approach is it’s over conservative 
nature, and mangers end up with reserving much more than optimally needed. This paper argues that time series forecasting 
techniques help in estimating next 12 month’s actual loss percentage more accurately than the expected loss approach and 
hence is more appropriate technique of loss forecasting.  The ARIMA record a lower MAPE and MAE with a lower extent of 
under prediction compared to the Expected Loss model. 
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Abstract

Intermediaries occupy an indispensable and pivotal space 
in today’s capital market. While some trade dealings 
may involve only a single intermediary entity, more 
complex transactions comprise networks and chains of 
intermediaries at different levels. These market dynamics 
are further complicated by proprietary dealings by such 
intermediaries, where the thin line of distinction between 
investors and intermediaries as separate market players 
gets diluted. In the face of such market complexities, 
market intermediaries often tend to put themselves 
in conflict of interests situations. Given the sensitive 
market scenario, it is imperative to keep a vigil on the 
growth of intermediaries, especially the new categories 
of intermediaries who may or may not be covered by 
the existing regulatory framework, particularly in the 
context of the new, innovative, and hybrid products that 
are frequently launched. Thus, it is essential to revisit the 
significance of fair play by intermediaries in the context 
of their multifaceted operations, the issues related to 
conflict of interests, and contemporary challenges from 
a practical standpoint.

Key Words

Securities Market, Financial Intermediaries, Conflict of 
Interests, Self-Regulatory Organizations (SROS)

savers in particular have a choice between the risk, return and 
liquidity offered by both segments of the financial system. 
Each segment is able to offer a different range of investments 
and offers services to firms that are not complete substitutes. 
Broadly speaking, financial markets provide lower cost arm’s 
length debt or equity finance to a smaller group of firms 
able to obtain such finance, while financial intermediaries 
offer finance with a higher cost reflecting the expense of 
uncovering information and ongoing monitoring. Financial 
intermediaries and markets may also provide complementary 
financial services to many firms.

We identify the challenges confronted in the intermediaries-
driven market regime, especially in preventing intermediaries’ 
conflicts of interest’s vis-à-vis investors and issuer companies. 
Moreover, in the paper we attempt to ascertain if the existing 
regulatory framework is cognizant of such challenges and if it 
encompasses measures to fix intermediaries’ accountability 
and liability in conflict of interest’s situations. Currently, a rule-
based avoidance regime of conflicts of interest is predominant 
in India, in contrast to the principle- based compliance seen in 
more mature capital markets. Given that regulations and rules 
alone cannot remedy such situations of conflict; the rules need 
to be supplemented with enduring principles and an ethical 
business culture. Creating robust internal control systems and 
self- regulation would be the two primary and predominant 
mechanisms to establish this culture. We conclude that 
conflicts of interests of intermediaries are inevitable, and we 
make recommendations to combat the conflict of interest 
crisis and mitigate risks while scrutinizing India’s regulatory 
approach towards this menace from a practical standpoint. The 
establishment of SEBI-registered Self-Regulatory Organizations 
for market intermediaries is expected to bring the Indian 
market at par with international markets.

Role of Intermediaries in a Securities 
Market

Neha Mahajan

Introduction

Financial intermediaries and financial markets can in many 
cases act as substitute sources of financial services. Lenders/
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How Intermediaries Came Into Operation

In the era of closed markets, intermediaries were not common 
because buyers and sellers transacted in close proximity to 
one another and a “middleman” was not required. However, 
as financial markets expanded and matured, it was no longer 
possible for buyers and sellers to have direct dealing; thus, 
contemporary capital markets are substantially dependent 
on market intermediaries. To understand this dependence, 
to comprehend how market intermediaries are driving the 
market today, and to ascertain the regulatory contours 
of India’s securities market regulator— the Securities and 
Exchange Board of India (SEBI)—in respect of intermediary 
governance, it is imperative to understand who these market 
intermediaries are.

In simple terms, market intermediaries operate as the bridge 
between capital providers and capital seekers. According 
to this understanding, any person operating in the capital 
markets other than the issuer and the investor may be 
considered a market intermediary. Does the regulatory 
understanding of “market intermediaries” conform to this 
interpretation? Interestingly, the SEBI does not offer any 
conceptual or exhaustive definition of “market intermediaries.”

Role Of Securities Market Intermediaries 

A Necessary Evil
The primary need for market intermediaries in the securities 
market is to match its demand and supply forces. In other 
words, intermediaries facilitate economies in confronting the 
critical challenge of the allocation of savings to investment 
opportunities, as shown in Figure

Flow of Funds in the Capital Market

 

Economies that are able to match their available resources/
savings to appropriate investment opportunities are successful 
in the creation of novel business avenues and the generation 
of more wealth and progress. Thus, to say that intermediaries 
are capable of making or breaking economies would not be an 
overstatement. Further, investors and issuers are no longer 
homogenous; issuers and investors today are diverse and 
depict heterogeneous characteristics. To connect and manage 
such diverse groups, a mature market with sophisticated 
middlemen is essential.

Additionally, in contemporary securities markets, investors 
and issuers rely heavily on intermediaries to operate on well-
informed decisions. Investors, especially retail investors, do 
not have adequate information, knowledge, or expertise, 
and issuers do not have adequate resources to reach out to 
individual investors spread across the country and the globe. 
Therefore, intermediaries have a very crucial and sensitive role 
to play in making the market matrix—especially anonymous 
order-driven trading platforms—work smoothly.

The role of the following financial intermediaries is discussed 
here

l Investment Banks

l Security Analysts

l Market Makers

Stock markets provide a platform for trading to occur between 
buyers and sellers. A security’s price is determined based 
on the market process. Market makers can provide many 
different services and facilitate trading. The service provided 
by market makers depends on the structure of the market. 
A market maker sometimes acts as a broker in which case her 
role is to bring buyers and sellers together. Another important 
role of a market maker is to provide liquidity to the market 
particularly in situations when the market for a stock does 
not clear automatically at one price. The market maker steps 
in and supplies securities out of her inventory or buys the 
stock with her capital in case there is excess supply. Most 
stocks in emerging markets tend to be thinly traded and lack 
liquidity, therefore this role of the market maker becomes even 
more crucial. Market makers do not themselves determine the 
trading price.
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Market makers need to be compensated for this “dealer” role. 
When acting as a dealer, the market maker posts a bid and 
a ask price for each security that she wants to trade in. She 
earns the spread as compensation for providing immediacy 
and price continuity. This price continuity should result in 
smaller price swings from transaction to transaction and 
hence lower price volatility. Dealers face three types of costs:

l Order-Processing Costs: These include the cost of space, 
communication, and labor.

l Risk-Bearing Costs: By stepping in the market maker 
they hold an inventory position.

l Adverse-Information Costs: Market Makers can be 
victimized by information traders

Market makers should be required to post continuous two-
sided quotes that are firm for the size posted. They should 
be bound only for the posted size but within this posted 
size they should not be able to back away. Stock exchanges 
should make it fairly easy to allow somebody to become 
a market maker. For example, on Nasal any member can 
become a market maker as long as they satisfy minimum net 
capital requirements. A market maker can also withdraw its 
registration fairly easily. If he withdraws voluntarily then he 
cannot make a market in that security for 2 business days.

Investment Banks
Investment banks perform a number of different functions. 
A typical investment bank’s services will include:

l  Financing Services: They help companies and 
governments raise capital by issuing different types of 
securities such as, equity, debt, private placements, 
commercial paper, 
medium-term notes.

l Investment Services: They trade and make a market 
in major equity and fixed income products. Many of them 
specialize in block trading.

l Research: Maintenance of large databases that allows 
them to produce research reports on economies, markets, 
companies, stocks, and bonds.

l Mergers and Acquisitions: Advise on mergers, acqui-
sitions, and divestitures to help companies become more 
competitive.
Some of these critical financial intermediary services need 
further development in emerging markets. If financial 
intermediaries start performing these functions the markets 
will become more efficient and information flow will increase 
making the markets less volatile in the long- run. Next, the 
specific role of investment banks is discussed in capital rising 
in the primary markets.

Security Analysts
Security analysis examines and evaluates individual securities 
to estimate the results of investing in them. In making 
judgment about valuation of securities the analyst must seek 
out reliable information. This information can come from 
financial statements, discussions with company executives, 
clients, and suppliers. The discipline requires detailed analysis 
and diligence.There are several barriers to the development 
of the security analysis profession in emerging markets. Lack 
of timely and reliable information is of utmost importance. 
If the pumping of funds into these companies by venture 
capitalists raised the market expectations, and the share 
prices of these Internet companies inflated tremendously. 
However, these valuations proved to be unsustainable as 
the share prices of these companies dropped sharply in April 
2000. Eventually, these led to the “bubble burst”, having far- 
reaching implications on the U.S. economy as a whole, which 
economists refer to as the “lemons problem?” Information 
is available late or has been manipulated then the security 
analyst cannot do the valuation. If it is too costly to obtain the 
information then that becomes another hurdle. There is also 
a lack of expertise available to do this research and analysis. 
Security analysts can play an important role in advising 
potential investors on a wide range of corporate governance 
issues that include shareholder rights, independent directors, 
and hostile takeovers.

Com Bubble
The relevance of intermediaries in the securities market was 
brought to the forefront by the “dot-com bubble” in the U.S. 
In 1999, several Internet consulting companies (which were 
around two years old) went public on NASDAQ, claiming that 
they would bring in their information technology and web 
expertise to traditional “old economy” companies and lead to a 
new era of the Internet. The capital markets seemed to rely on 
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these claims; from July 1999 to February 2000, the NASDAQ 
Composite Index (heavily weighted with technology and 
Internet stocks) rose by 74.4%, and the Dow Jones Industrial 
Average (composed mainly of old economy stocks) fell by 7.7%.

The technology-heavy NASDAQ Composite Index touched 
5,048 in March 2000, reflecting the peak of the dot-com 
bubbleWhile the dot-com bubble illustrates the flipside 
of the not-so-well-founded but ambitious man oeuvres of 
intermediaries, they do have their advantages such as full 
market coverage, investor and issuer outreach, lower costs, 
systematic fund flow, marketing and distribution services, 
and logistic support, inter alia. Thus, intermediaries may be 
acknowledged as the “necessary evils” of contemporary diverse 
capital market.

Lemon’s Problem
One of the most important contributions to the literature on 
asymmetric information is Karloff’s paper “The Market for 
Lemons: Qualitative Uncertainty and the Market Mechanism,” 
The main point in this paper is that the presence of asymmetric 
information creates an adverse selection problem: if consumers 
cannot tell the quality of a product and are willing to pay only 
an average price for it, then this price is more attractive for 
sellers who have bad products than to seller who have good 
products (hence the term adverse selection). Consequently, 
more bad products (i.e., lemons) will be offered than good 
products. Now, if consumers are rational, they should 
anticipate this adverse selection and expect that at any given 
price, a randomly chosen product is more likely to be a lemon 
than a good product. Of course, these expectations imply a 
lower willingness to pay for products and so the proportion of 
good products that is actually offered falls further. Eventually, 
this process may lead to a complete breakdown of the market. 
This lemons idea is also important for corporate finance: if 
investors cannot observe the value offirms before they buy 
them then they would be willing to pay only an average price 
for the equity of firms. Given that the price is average, selling 
equity on the market is much more attractive to owners of bad 
firms than to owners of good firms so the average value of 
firms that are actually offered on the market should be below 
average. This implies that investors should be suspicious that 
if they are offered equity than it must mean that the firm’s 
value is more likely to be below the average. Hence, investors 
will no longer be willing to pay an average price for the equity 
of firms once they are offered to buy this equity.

Indian Laws Governing Securities Market Interme-
diaries

 The SEBI crafted a comprehensive regulatory framework 
encompassing all intermediary categories—the Intermediary 
Regulations. However, most of the provisions are yet to be 
notified, except those dealing with enforcement orders and 
procedures. Today, intermediaries continue to be governed 
by the specific regulations governing each category of 
intermediaries, which inter alia include:
l The SEBI (Stock Brokers and Sub- brokers) Regulations, 
1992;

l The SEBI (Depositories and Participants) Regulations, 1996;

l The SEBI (Bankers to an Issue) Regulations, 1994; the SEBI 
(Merchant Bankers) Regulations, 1992;

l The SEBI (Portfolio Managers) Regulations, 1993;

l The SEBI (Registrar to an Issue and Share Transfer Agents) 
Regulations, 1993;

l The SEBI (Underwriters) Regulations, 1993.

The basic structure of all these regulations includes the 
registration requirements, eligibility conditions, continuous 
compliance requirements, perpetuity or renewal of 
registrations (as the case may be), code of conduct, 
disclosures, maintenance of books/records, inspection and 
disciplinary proceedings, investigation, enquiry, adjudication, 
enforcement orders, and appeal powers.

Despite the basic structural commonalities, the specific 
regulations pertaining to the various categories of 
intermediaries are not uniform in terms of continual 
disclosures, display of registration certificate at intermediary 
offices, prohibition of irresponsible investment advice and 
disclosure of interests involved, permanency of registration, 
redressed of investor grievances, and specific conflict of 
interests and corporate governance provisions found in 
Regulations 4, 12(2), 15, 11, 13 and the Code of Conduct 
of the Intermediary Regulations,inter alia. A consolidated 
intermediary regulatory framework based on consistent 
objective standards—which would be able to account for the 
common requirements of intermediaries while preventing 
conflicts in interpretation with the specific regulations for 
each category—is essential today. From an administrative 
perspective, a consolidated framework would be convenient, 
especially while legally amending the common intermediary 
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requirements/mandates. Hence, effectuating the Intermediary 
Regulations is critical to disciplining the market.

Conflict Of Interest 

Defrauding by intermediaries
 The term “conflict of interests” is widely used to identify 
situations where pecuniary or other competing interests 
prevent a party from acting in a certain manner, which would 
otherwise be legally or ethically appropriate; however, there is 
no universally accepted definition for the same. A conflict of 
interest’s situation can generally be understood as a situation 
where the multifaceted interests of an individual are in inter 
se conflict. In the context of market intermediaries, such 
conflicts are augmented by the vast and diversified client 
base, endless product innovations, undisclosed and complex 
market mechanics, and simultaneous operations in multiple 
intermediary services.

(i) Client financing by intermediary: Where the intermediary 
has extended finance facility (loans/credit) to any of its 
clients, it will tend to invest the client’s funds in a manner 
that facilitates the expeditious recovery of the loan/credit, 
regardless of the investment objectives of the client.

(ii) Churning: Churning refers to a situation where a broker, 
for the sole purpose of generating commissions and maximizing 
its income, is involved in excessive trading on a client’s account, 
even when such trading involves unprofitable investments or 
unnecessary transaction costs for the client.

(iii) Use of clients’ funds for proprietary 
trades: Intermediaries may give advice to their clients that 
are contrary to what the real circumstances demand, and 
then use the funds earned by commission to trade as per 
the real market conditions on the proprietary account. This 
conflict is more prevalent when the intermediary is operating 
in different capacities; for instance, as a market analyst and 
investment advisor for the client and also as a stock broker 
undertaking proprietary trades.

(iv) Aggregation of orders: Aggregation of orders placed by 
clients with proprietary accounts, undertaken primarily for 
reducing administrative costs and enhanced convenience, 
may benefit the intermediary at a client’s cost.

(v) Competitive actions: Intermediaries may indulge in unfair 
competitive practices, such as soliciting and inducing other 
intermediaries’ clients, which is detrimental to investors and 
market functions.

(vi) Circular trading: Circular trading involves the buying/
selling of certain scrip’s inter se the intermediary and its group 
entities or other intermediaries to create artificial volume in 
the scrip, thus causing an increase in the price of the scrip

(vii) Laddering: Laddering involves favorable share allotment 
to investors (mostly institutional investors) who promise to 
purchase further shares from the secondary market through 
the same intermediary. Such practices not only result in 
discriminatory market practices but also create artificial stock 
prices to lure retail investors.

(viii) Stuffing {Underwriting v. investor interest}: When 
an intermediary underwrites an issue and simultaneously 
represents investors in the same issue, the investors might 
end up paying a higher issue price. Moreover, the intermediary 
may make false and fraudulent statements to sell the issue. 
Further, underwriters often shift their potential loss from 
unsuccessful underwritings to a client account that is not well 
monitored by the client and is subject to the underwriter’s 
discretion and decisions. This is known as stuffing.

(ix) Internal Conflicts: This category involves intra-
intermediary conflicts, such as in the case of an intermediary 
having group operations. What is in the best interests of the 
group may not be in the best interests of a specific branch 
or subsidiary. In such a situation, decisions are usually taken 
factoring the overall interest of the group, resulting in losses 
to the branch/subsidiary concerned and its related clients. 
This conflict has become more rampant with the increasing 
percentage of corporate intermediaries.

Similarly, when intermediaries under common ownership 
deal in diverse categories of intermediary services, what is 
profitable for one service may be detrimental to another?

Multiple Services Conflicts
This category includes the conflicts inherent in the practice 
of multiple intermediary services by the same intermediary 
(or intermediaries under common ownership). For instance, 
when two intermediaries are owned by the same proprietor, 
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with one providing analyst and advisory services and the other 
underwriting an issue, the analyst’s report and investment 
advice is likely to be prejudiced and biased in favor of the 
underwritten issue. Similarly, the common owner may use 
the insider information procured during the underwriting 
process by one of its concerns for subsequent trading in 
those shares, either on its own account or on behalf of clients 
through another concern.Another example of this conflict 
category is where a merchant banker rolls out a public issue 
and recommends investor subscription to this issue in the 
capacity of an investment advisor, regardless of the actual 
health of the issue. The variety of services rendered by an 
intermediary is directly correlated with the situations involving 
conflicts of interest; i.e., with the increase in such services, the 
probability and likelihood of conflicts of interests also rise.

Regulating the Activities of Intermediaries

Conflicts of interests involving securities market intermediaries 
are inevitable and can be expected to increase with further 
progression and maturity of the market. While this issue 
cannot be eliminated, it can certainly be regulated to check 
any exorbitant abuse and to mitigate losses. Some regulatory 
efforts to this end are discussed below:

l Regulatory efforts of RBI.
l Regulatory efforts of SEBI

Regulatory Efforts Of RBI
Reserve Bank of India (RBI)
The RBI, vide the Master Circular on Prudential Norms for 
Classification, Valuation, and Operation of Investment 
Portfolio by Financial Institutions (RBI, 2012), prescribed an 
internal control system for investments made by specified 
financial institutions:

l Clear functional separation of trading, accounting, and 
settlement, with monitoring and control. Clear separation of 
proprietary account, portfolio management client account, and 
other constituents’ (such as brokers) account. Further, any 
transactions between the financial institution’s proprietary 
account and portfolio account are required to be strictly at 
arm’s length rates.

l Portfolio management client’s account must be subjected 
to a separate audit by an external auditor.

l In the case of placement of funds for portfolio management 
by the same client on more than one occasion, on a continuous 
basis, each such placement should be treated as a separate 
account.

l Portfolio management client services are required to be 
in the nature of investment consultancy/management for 
a fee, entirely at the client’s risk without any guarantee of 
investment returns.

l A client having a portfolio account is entitled to get periodic 
statements of its portfolio account.

Regulatory efforts of SEBI

The SEBI is cognizant of the menace of conflicts of interests at 
the intermediary level, as reflected in several of its regulatory 
provisions.

l  Regulation 15 of the Intermediary Regulations: This 
requires an intermediary as well as its directors, officers, 
employees, and key management personnel (henceforward, 
“related persons”) to disclose any direct or indirect interest 
of itself or its dependents in any security of which it renders 
any investment advice. Further, it forbids them from rendering 
any investment advice unless they have reasonable grounds 
to believe that the recommendation is suitable. However, the 
SEBI does not explain what grounds will qualify as reasonable 
to make an advice appropriate, and much is left for the 
intermediaries to interpret.

l Regulation 16 of the Intermediary Regulations read with 
the Code of Conduct (Schedule III): An intermediary, along 
with its related persons, are required to conform at all times 
to the Code of Conduct (henceforward, the Code), which 
includes the following provisions for conflicts of interests:

u Specific provisions for conflict of interests, requiring 
intermediaries to avoid situations involving conflicts of 
interests, to make adequate disclosures of its interests 
(including potential sources and areas of conflict) to the 
public, and to resolve any such conflicts in an equitable 
manner. (Article 4 of the Code)

u Best efforts to protect investors having considered the 
client’s needs, environment, and its own professional 
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skills. (Article 1.1 of the Code)

u High standards of integrity, fairness, dignity, ethics, 
and professionalism in conduct of business. (Article 
1.2 of the Code)

u Exercise of due diligence, independent professional 
judgment, and no collusion with other intermediaries. 
(Article 1.3 of the Code)

u No misrepresentation, misleading, or exaggerated 
statements to clients. (Articles 3.2 and 3.3 of the Code)

u Quality disclosures to enable clients to make well-
informed and balanced decisions. (Article 3.1 of the 
Code)

u No indulgence in any unfair competition practices that 
are prejudicial to investors. (Article 5.1 of the Code)

u No indulgence in corrupt practices such as price 
rigging, creation of false market, passing of price 
sensitive information, or activities distorting the market 
equilibrium, for personal gain. (Article 5.3 of the Code)

u Arm’s length relationship with respect to activities 
undertaken in different intermediary categories or 
market positions.

(iii) Regulation (17)(2)(b) of the Intermediary Regulations 
read with Article 6.1 of the Code: An intermediary is 
required to implement adequate internal control systems 
and safeguards.

(iv) Regulation 12(4) of the Intermediary Regulations read 
with Article 5.2 of the Code: An intermediary is required to 
maintain records, data, and back-up at all times, which can 
facilitate tracing any defaults and manipulations.

(v) Regulation 3 of the Intermediary Regulations read with 
Form A (Schedule I): An intermediary is required to disclose 
its ownership structure and the details of its promoters at         
the time of registration, which could potentially help the 
regulator to manage conflicts of interests arising from the 
same proprietors undertaking multiple intermediary services 
or from the owners having any conflicting engagements.

As was stated earlier, since most of the Intermediary 
Regulations are not yet operative, these provisions are only 
persuasive in nature. Nevertheless, most of these provisions 
are mirrored in the specific intermediary regulations and 
their respective codes of conduct as well, and intermediaries 
are mandatorily bound by similar provisions for conflicts of 
interests (discussed later in more detail).

(vi) SEBI (Investment Advisors) Regulations, 2012: While 
the SEBI approved this regulation in August 2012, it is yet to 
be notified. This regulation requires an investment adviser 
to act in a fiduciary capacity towards its clients, segregate 
other activities undertaken—such as distribution, referral, or 
execution business—from advisory services, and disclose all 
conflicts of interests, including any commission remuneration 
or compensation received from such other services.While 
direct commercial exploitation of investors from irresponsible 
and ignorant investment advice may be curtailed by regulating 
the entities providing investment advice to investors for a 
commission, the advice rendered without any fee attributable 
to it is excluded from the ambit of this regulation, as suggested 
by the Investment Advisory Board of the SEBI in the 3–4 
November, 2012 meeting (SEBI, 2012c). Thus, it is yet to be 
seen how these regulations are implemented with regard to 
the otherwise specifically exempted intermediary categories 
in practice (SEBI, 2012b).

Further, these regulations encompass the class of investment 
advisers providing investment advisory services to private 
investment trusts, family offices, private equity funds, venture 
capital funds, and hedge funds. The regulations do not exempt 
from certification this class of advisers, although their services 
are directed towards sophisticated institutional investors, who 
are expected to be aware of investment risks.It is pertinent 
to note that the U.S. Investment Advisers Act, 1940 provides 
exemptions from registration with the SEC to investment 
advisers in certain circumstances; e.g., if the investment 
adviser has less than fifteen clients, it does not hold itself 
out generally to the public as an investment adviser, and it 
does not advise investment companies. Likewise, under the 
Financial Advisers Regulations, 2002 of Singapore, a financial 
adviser is exempt from holding a financial adviser’s license if 
it provides advice to only thirty accredited investors.

Therefore, an exemption along these lines in the Regulations 
would be very beneficial, as this would enable the regulator 
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to focus on and commit its resources to monitoring the 
investment advisers that cater to the more vulnerable investor 
category of retail investors, and would greatly reduce the 
administrative burden.

Prohibition of Insider Trading

The SEBI (Prohibition of Insider Trading) Regulations, 
1992 (henceforward, the Insider Trading Regulations): 
Any dealing in securities by an insider while in possession 
of unpublished price-sensitive information is prohibited.
Thus, although the Insider Trading Regulations is not 
specific to intermediaries, it condemns dealing in securities 
by intermediaries based on or while in possession of insider 
information, e.g., information procured while underwriting an 
issue, whether as an agent for its clients or as the principal 
on its proprietary account.16

l The Insider Trading Regulations also mandate the creation 
of a “Chinese wall” for the segregation of the departments/
undertakings with access to unpublished price-

l Sensitive information from the public areas.17 Following 
this, the intermediaries are required to put in place “Chinese 
walls” to check abuse of confidential information, more so 
when the same entity operates as intermediary in different 
capacities, such as underwriter as well as investment advisor.

l Further, analysts preparing the research reports of a 
company are forbidden from trading in its securities for thirty 
days from the preparation of such report, and are required to 
disclose their interest, if any, in the company.

Specific Intermediary Regulations: 
The SEBI has issued several circulars under the SEBI (Stock 
Broker & Sub-broker) Regulations, 1992, mandating the 
segregation of broker proprietary monies from client monies, 
19 the disclosure of proprietary trading undertaken to its 
clients, 20 and so on. Similar preventive provisions are also 
found in the SEBI (Portfolio Managers) Regulations, 1993, 21 
the SEBI (Merchant Bankers) Regulations, 1992, 22 and the 
SEBI (Underwriters) Regulations, 1993.

SEBI on churning in the context of mutual funds: 
While condemning conflicting practices like churning in the 
context of mutual funds, the SEBI recommended the inclusion 

of misspelling as a “fraudulent and unfair trade practice” 
under the SEBI (Prohibition of Fraudulent and Unfair Trade 
Practices relating to Securities Market) Regulations, 2003 
(henceforward, the FUTP Regulations) (SEBI, 2012b).

Regulation 4(2) of the FUTP Regulations: 
In addition to general fraudulent and unfair trade practices 
such as false statements or concealment of truth, promises 
made without intending to perform, and so on, the FUTP 
prohibits certain practices specific to intermediaries, such as 
an intermediary reporting transactions in an inflated manner to 
its client so as to increase its commission/brokerage; circular 
transactions with respect to a security entered into between 
intermediaries to provide a false and inflated impression of 
trading; an intermediary buying/selling securities in advance 
of a substantial client order, or where a futures or option 
position is taken about an impending transaction in the same 
or related futures or options contract, and so on.

Despite these FUTP provisions, it appears that fixing the 
liability of intermediaries under these regulations is qualified 
by the onerous “knowledge” test; i.e., unless it can be proved 
that the broker had the knowledge of the circular nature of 
trades directed by its client, the broker cannot be held liable.
Further, the FUTP Regulations need clearer interpretations, 
more so in view of the recent Securities Appellate Tribunal 
(SAT) order26 stating that the FUTP Regulations do not clearly 
define “front-running” and therefore, setting aside the SEBI 
order penalizing certain intermediaries for front-running.

Having said that, there have been several instances recently 
where the SEBI took proactive measures against intermediaries 
under the FUTP Regulations.

Considering that most of these regulatory provisions prefix 
the conflicts of interest’s aspect with the word “shall,” it 
appears that the SEBI intends to create mandatory obligations 
of intermediaries in this regard. However, there are a few 
exceptions to this rule-based regime, such as the requirement 
of arm’s length relationship (mentioned earlier in this section), 
which is a “shall endeavor to” provision, and thus, is only 
recommendatory in nature. Therefore, it may be stated that 
the law relating to conflicts of interests of intermediaries in 
India is a blend of rule-based and principle-based regulations. 
While it is well acknowledged that most of the conflicts of 
interests are dependent on internal controls, the Indian capital 
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market is still not mature enough to rely completely on self-
regulation and culture rectification. Thus, despite containing 
several lacunae and loopholes, the current combination of 
rule- based and principle-based regulatory framework in India 
is appreciable in today’s context. The onus now lies on the 
effective implementation of this framework, which continues 
to be a challenge.

Challenges 

In fixing accountability of intermediaries
Managing conflicts of interests of intermediaries and fixing 
their accountability is an onerous challenge, which further 
intensifies with the increasing complexities and diversities of 
the market. Some of the emerging aspects that can potentially 
increase the abuse of conflict of interests by intermediaries are 
discussed below.

Outsourcing Of Intermediary Services: 
Intermediary services are no exception to the surge of inbound 
and outbound outsourcing witnessed by India. Taking cognizance 
of this, the SEBI issued certain guidelines on outsourcing 
by intermediaries in 2011,similar to the 2011 Guidelines on 
Outsourcing for Capital Market Intermediaries issued by the 
Securities Commission (Malaysia).While the SEBI (through this 
circular) retains accountability and liability of the registered 
intermediaries with respect to all outsourced services, it does 
not require the third-party outsourced entities to procure any 
regulatory approval or registration prior to undertaking such 
outsourced assignments. Further, unlike the 2011 Malaysia 
Guidelines, it does not make any distinction between domestic 
and offshore/outsourced entities in terms of due diligence, 
regulation, and governance. Considering that this circular is still 
in a nascent stage, it is yet to be seen how the intermediaries 
implement and conform to these outsourcing principles.

Market Analysts and Researchers: 
While analysts/researchers associated with mainstream 
intermediaries such as broking houses, merchant bankers, 
and so on are regulated, those operating on an independent 
and standalone basis, especially those providing services 
other than for a fee (SEBI, 2012c), remain outside any 
registration requirements of the regulator, which necessitates a 
comprehensive regulatory regime for them, similar the U.S. rules .

Rapid Growth of Intermediaries: 

With the rapid increase in the number of intermediaries 
in the Indian market, it becomes difficult to identify the 
genuine and authorized intermediaries from the disguised, 
fraudulent ones. In this context, it is essential that the SEBI 
publishes a comprehensive updated database of all registered 
intermediaries, similar to what the Monetary Authority of 
Singapore publishes.While the SEBI website provides lists of 
recognized intermediaries, these lists are not updated; some 
of the lists date back to 2009.To combat the menace of abuse 
of market mechanics caused by the faceless market interface 
of the anonymous technology-driven trading platforms, a 
comprehensive institutionalized definition of “intermediaries” 
is urgently needed to determine the regulatory contours and 
eliminate the unrecognized entities floating in the market 
without any streamlined accountability. Moreover, standardized 
benchmarks regulating intermediaries’ conduct, on similar lines 
as the Intermediary Regulations, must be made operational at 
the earliest to facilitate the fixation of accountability.

Lack Of Expertise And Advent Of Hybrid Products: 
The risks linked to market dealings aggravate manifold owing 
to the complex and hybrid products floating in the market 
today. The dearth of expert intermediary services increases 
the market apprehensions. It is high time that the dealings 
in complex products were restricted to only intermediaries 
having expertise/qualifications, ascertained through certification 
programs, minimum experience conditions, and so on.

Irresponsible And Unauthenticated News/Rumors: 
Despite the SEBI’s directions to control the circulation 
of unauthenticated news/rumors having serious market 
implications, this problem persists, more so in smaller towns 
and remote areas lacking sophisticated corporate intermediaries. 
The “stock guru” scam involving cores of investors’ monies duped 
by certain individuals through fake offices, celebrity promotion, 
and ambitious promises of returns equaling double the invested 
amount within six months, which was unraveled recently is a 
glaring example of the abuse of naive investors. To this end, the 
SEBI must take proactive steps towards investor education and 
awareness, with a focus on retail investors, such that investors 
are able to exercise prudence and judgment to filter information 
prior to making investments based on such information. This 
becomes all the more critical considering that the SEBI is an 
active player at the IOSCO, and heads the Asia-Pacific Regional 
Committee of the IOSCO.
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Extensive Anti-Corruption Laws: 
Factoring the impact of the U.S. Foreign Corrupt Practices 
Act, 1977, along with the U.K.’s Bribery Act, 2010, Indian 
companies and individuals all over the world with foreign 
exposure, including market intermediaries, must put in place 
anti-corruption compliance policies and procedures. Failing to 
do so may trigger strict enforcement actions and prosecutions 
by the U.S. Department of Justice and the SEC. Further, anti- 
corruption compliance must be factored by intermediaries 
while selecting their outsourcing/business partners, as any 
direct or indirect U.S./U.K. exposure can trigger anti-corruption 
enforcement actions. Companies and commercial ventures are 
now significant interested parties to corruption matters pursuant 
to extensive corruption laws at the international level. Therefore, 
the SEBI must take cognizance of this less explored but critical 
area in the context of actions of market intermediaries and 
market participants as a whole.

Conclusion

Since the reliance on principle-based compliance demands a 
more mature capital market and since the Indian capital market 
has still not matured, a rule-based avoidance regime of conflicts 
of interest is predominant in India, which is evidenced in various 
SEBI Regulations and the Code of Conduct, the SEBI enforcement 
actions, and the RBI Guidelines. While a shift from a rule-based 
towards a principle-based compliance regime should not be 
hasty, and must be aligned with India’s market conditions, 
regulations and rules35 alone cannot remedy such situations of 
conflict, which need to be supplemented with enduring principles 
and an ethical business culture.

Creating robust internal control systems and self-regulation are 
the two primary and predominant mechanisms to establish this 
culture. Although India has been debating over the establishment 
of SEBI-registered Self-Regulatory Organizations (SROs) for 
market intermediaries for a long time, and despite the SEBI 
having promulgated the SEBI (Self- Regulatory Organizations) 
Regulations, 2004 (the “SRO Regulations”) for the recognition 
and constitution of SROs, this concept continues to remain 
theoretical. While the SEBI has advocated the formation of 
a registered SRO for intermediaries36 and has more recently 
proposed the formation of a self-regulatory board for investment 
advisors,37 the proposition to this end is yet to materialize. 
Most jurisdictions like the U.S., Japan, Korea, and Turkey have 
established SROs—the National Association of Securities Dealers 

for brokers, Japan Stock Dealers Association, Korean Stock 
Dealers Association, and the Association of Capital Market 
Intermediary Institutions for all capital market intermediaries, 
respectively. Although India has a few functional industry 
associations like the Association of Mutual Funds of India for 
the mutual funds industry, they are not yet registered with 
the SEBI as SROs under the SRO Regulations.38 To work at 
par with international markets and to cope with intermediary 
challenges, the Indian market eagerly awaits the launch of its 
first SEBI-registered intermediary SRO.

References

•	 SEBI. (2012b). Securities and Exchange Board of India Press 
Release no. PR No. 77/2012, dated 16 October 2013

•	 Regulation 2(1)(g) of the Intermediaries Regulations.
•	  KarnavatiFincap v. SEBI, (1996) 10 SCL 5 (Guj.).
•	  Securities and Exchange Board of India Press Release no. PR 

No. 77/2012, 16/10/2013
•	  Price Waterhouse & Co. v. SEBI, [2010] 103 SCL 96 (Bom.).
•	  Price Waterhouse & Co. v. SEBI, [2010] 103 SCL 96 (Bom.).
•	 Securities and Exchange Board of India Press Release no. PR No. 

77/2012, 16/10/201.
•	 Agrawal, S. & Baby, R. J,Agrawal& Baby on SEBI Act: A Legal 

Commentary on Securities & Exchange Board of India Act, 1992, 
New Delhi Taxmann Publications Pvt. Ltd, (2nd ed.,2011)

•	 Agrawal, S. & Baby, R. J, Agrawal & Baby on SEBI Act: A Legal 
Commentary on Securities & Exchange Board of India Act, 1992, 
New Delhi Taxmann Publications Pvt. Ltd.(2nd ed.,2011)

•	 Ibid.
•	 Mantel, S.J., Rosegger, G,1987 The role of third-parties in the 

diffusion of innovations: a survey,,13 Amsterdam Law Journal 
122,134 (1987)

•	 Attorney General of the State of New York. (2003). Global 
Settlement: Findings of Fact.Albany, NY: Office of the State 
Attorney General.

•	  Stewart, M. Conflicts of Interest Among Market Intermediaries, 
U.S. Securities and Exchange Commission International Institute 
Presentation, available at http://www.sec.gov/about/offices/oia/
oia_market/conflict.pdf, last seen on 20/10/2013.

•	  Manual of SEBI ACT, Rules, Regulations, Guidelines, Circulars, etc., 
Volume 2. , New Delhi: Bharat Law House Pvt. Ltd ,(19th ed. 2012).

•	  Stewart, M. Conflicts of Interest Among Market Intermediaries, 
U.S. Securities and Exchange Commission International Institute 
Presentation,available at http://www.sec.gov/about/offices/oia/
oia_market/conflict.pdf, last seen on 20/10/2013.



ESEARCH BULLETIN

Volume : 42 - I April 2016213

Stock Market Volatility: A Case Study of 
the Botswana Stock Exchange (BSE) 

M. Simbarashe

G. Tobedza

B.N. Swami

Abstract

Swings in stock market prices are identified across the 
world. It is logical to assume that the BSE will follow suit 
of other countries of the world in volatility of stock market 
prices. For this study the scholars focused on the literature 
that relates to stock market behaviour   prevailing in BSE 
and the causes that influence volatility on Stock Market 
in general and BSE in particular. While using primary and 
secondary data, this paper takes an in depth look at the 
rationale behind the prevailing stock market forms of the 
BSE. The findings of this study concluded that investment 
culture, financial literacy, lack of information relating to 
price asymmetric, liquidity and the type of instruments 
traded contribute to shaping the  stock market’s form and 
controlling stock market volatility. 
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markets are in practice highly complex fields which have 
become a focal point of numerous studies. The stock market 
forms one of the most prominent aspects of a free market 
economy as it provides a platform for capital creation, 
giving companies access to capital for investment projects 
and investors’ access to lucrative investment opportunities. 
The stock market in essence makes it possible to cultivate 
small, initial, sums of money into larger holdings, and to 
become wealthy without taking on the risk of starting a 
business or making the sacrifices that often accompany a 
high paying career. 

The stock market allows investors to participate in the 
financial achievements of the companies whose shares 
they hold. When companies are profitable, stock market 
investors make money in one of two ways. This is either 
through capital gains or dividend received. The stock market 
has been split into two main sections, namely primary 
market through Initial Public Offering (IPOs). Institutional 
investors typically purchase a larger proportion of these 
shares and Secondary market where all subsequent trading 
goes and major participants include both institutional and 
individual investors. 

From May 2013 to date the largest stock market, in 
terms of market capitalization and traded instruments, 
is the New York Stock Exchange (NYSE)  (Statista, 2013), 
boasting a market cap of over  nineteen (19) trillion US 
dollars. The exchange   was founded over two centuries  
ago in the year 1792 and according to the Efficient Market 
Hypothesis (EMH),  (Fama E. , 1970) such markets are the 

Introduction

There are various variables that alter the overall effectiveness 
of the stock markets in wealth creation. Given all these 
parameters, such as information asymmetry, investor 
speculation and financial literacy of investors’, stock 
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closest to “efficient” and  thus no individual/institutional 
investor can repeatedly beat the market making copious 
returns. Anomalies to the EMH have been noted however, 
philanthropist Warren Buffet being one, these investors 
have repeatedly made plentiful returns on stock markets 
such as the NYSE despite their “strong form volatility”. .

History of Stock Market

Historically Belgium boasted the first stock exchange, dating 
as far back as 1531 in Antwerp. Brokers and money lenders 
used to meet there to deal in business, government and even 
individual debt issues. It is odd to think of a stock exchange 
that dealt solemnly in promissory notes and bonds but in 
the 1500s there were no real stocks. The 1600’s however saw 
a new era to stock markets; ships owners making voyages 
to the East would call up funds from investors to make their 
costly trips possible and in return promise them a portion 
of the earnings they would make selling goods from their 
voyage. These engagements were however only for single 
voyages. Investors would spread their risk by investing in 
several different voyages simultaneously, thereby playing 
the odds, something we now refer to as diversification. 
When the East Indian companies formed later, they changed 
the way business had been done. These companies had 
stocks that would pay dividend on all proceeds from all 
voyages made by the company, rather than going voyage by 
voyage. These were the first modern joint stock companies. 
This essentially allowed the companies to demand more for 
their shares and build larger fleets (Investopedia, 2012).

Statement of the Problem

This paper seeks to outline the issue of efficiency of BSE 
through means of measuring volatility of the stock market. 
It is important to note that the market efficiencies may 
arise due to less volatility in the stock market. Fama (1970) 
refers to volatility due as the rate at which stock prices on 
an exchange incorporate informational changes. Also, this 
research paper shall look at the overall volatility impacts 
on wealth creation. BSE has only been operational from 
1989.Then it is logical to assume the BSE shall follow the 
footsteps of long standing Johannesburg Stock Exchange 
(JSE) in acquiring a semi-strong form of efficiency through 
controlling Stock Market Volatility (SMV). 

Objectives

The prime goals of this study are to find out:

• the investment culture and its impact on the SMV that 
is prevalent in respective  markets

• the degree at which domestic populations are informed 
on capital markets

• the level of institutional vs. individual investors

•  how information is disseminated by companies

• the effort on the part of the exchanges to propel their 
business.

Scope of the Study

Market samples were drawn with-in Gaborone , capital city of 
Botswana and  cover a vast range of stock market participants 
fitting different criteria such as age, financial literacy as well 
future prospects. 

Literature Review
Efficient Market Hypothesis

This theory forms one of the building blocks of the modern 
finance theory. It was the work of (Fama, 1970) that gave 
credibility to this theory, though this was actually a building 
of the work that had already been conducted by Samuelson 
(1965). In the words of Allan Timmermann, (2004) this 
theory in its crudest form effectively outlines how as much 
as individual investors would like to speculate returns on 
assets, this is essentially impossible. This is a highly regarded 
theory amongst academics with its earliest form appearing 
over a century ago as the random walk theory (Bachelier, 1964) 
and being later confirmed empirically. This theory of efficient 
markets was proposed based on the overpowering logic that 
if investors were in a position to forecast returns accurately 
then investors would subsequently generate unlimited profits 
all the time, as pointed out by Allan Timmermann, (2004).  
Jensen, (1978) defines an efficient stock market with respect 
to information as one with an information set (Xt) and an 
inability to make economic profits based on the trading of 
information set (Xt). Malkiel, (1992) further compounded this 
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definition by adding how a capital market is efficient only if 
it reflects all relevant information in determining the prices 
of securities. Formally, this market would then be referred to 
as efficient in terms of information set (Xt). An alternative 
definition of market volatility is that built on the notion of 
value of an asset as distinct from its price. 

The financial theories that form building blocks of contemporary 
finance often have several underlying assumptions which have 
proven to make them not fully applicable in real life situations. 
Financial theories are stringent and account for rationality of 
investors but not personality. Black, (1986) opened the flood 
gates for those contending the Efficient Market Hypothesis 
and other objective financial theories such as the Capital 
Asset Pricing Model (CAPM)

Behavioural Finance

Selden, (1912) wrote “Psychology of the Stock Market”. He 
based the book upon the belief that the movements of prices 
on the exchanges are dependent to a very considerable degree 
on the mental attitude of the investing and trading public. 
Since then the idea of human emotions has been knowledge 
to most but only recently starting to receive the level of 
recognition it should. Sewell, (2007) defined this; behavioural 
finance, as the study of psychological influence on financial 
practitioners and the subsequent effects of their actions on 
markets and their overall volatility. He further highlights how 
behavioural finance is becoming a topic of interest given its 
aid in explaining how and why markets might be, in practice, 
inefficient.

Jonathan Clarke, (2013) mediated the arguments around 
markets and their volatility as they outlined how, arguably, 
no other theory in economics or finance generates a more 
passionate discussion between its challengers and proponents. 
An example was given where Harvard financial economist 
Michael Jensen writes “there is no other proposition in 
economics which has more solid empirical evidence supporting 
it than the Efficient Market Hypothesis,” while investment 
connoisseur Peter Lynch claims “Efficient markets? That’s a 
bunch of junk, crazy stuff”. The academics go on to highlight 
how EMH claims that investors cannot outperform the market. 
Yet we can see that some of the successful analysts (such as 
George Soros, Warren Buffett, or Peter Lynch) are able to do 
exactly that. Therefore, EMH must be incorrect.

Methodology

Sampling Scheme 

Considering it is almost impossible to take into account an 
entire population, a purposive sampling was used.  Patton, 
(1990) describes this sampling method as being key to the 
provision of highly qualitative research allowing for in depth 
information to be provided by a smaller population sample. 
With this sampling method the scholars decided what needs 
to be known and pin points whomever is in a position to 
provide this information (Tongco, 2007). Only a hand-full of 
institutional as well as individual investors were approached 
to share their insight along with the capital markets and 
financial intermediaries.

Period Covered

For the sake of any good research paper a clear picture of 
past trends is needed along with good insight on current 
proceedings. This allows for a better forecasting position. 
Given this reason an analysis of the JSE as well as the BSE 
dated back as far as 20 years; 1994 to date – this will allow 
an interpretation of trend/volatility to reveal itself and give 
a more vivid picture of current dealings.

Procedure of Data Collection

Interviews with key personal at respective exchanges were 
conducted to gain perspective of what really goes on exchange 
floors and whether certain measures could  be taken to control  
the volatility of stock markets. Interviews were conducted 
with a select few individuals with highly regarded finance 
knowledgeable to gather their perspective on issues of 
market volatility. Also, questionnaires were administered to 
appropriate personnel in institutions and individuals that 
participate on the domestic capital market to find out their 
thoughts and professional opinions regarding the domestic 
capital market and the data was processed by applying SPSS.

Data Analysis

Introduction
 Data was acquired through the means of personal interviews 
including telephone interviews with a purposive sample. 
The data findings were grouped into six (6) major themes 
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that manifested in the process of data findings and were 
compounded with supporting evidence from various secondary 
sources to allow for an in depth understanding regarding the 
issue at hand. The response rate is shown in the following Table 
1 which indicated that 78% of planned respondents answered.

Table 1: Response Rate

Quantity Percentage 
(%)

Approached for interview 9 100

Responded to interview 7 78

Did not respond to interview 2 22

 
Statistics from Standard & Poor’s, Global Stock Markets , 
Factbook and supplemental S&P data indicate that the 
Botswana Stock Exchange shows a healthy growth rate 
overcoming adversities (financial crisis) that are the downfall 
of numerous other exchanges (Mundi, 2015). Market 
capitalization, also known as market value, is the share price 
times the number of shares outstanding. Listed domestic 
companies are the domestically incorporated companies 
listed on the country’s stock exchange at the end of the 
year. Listed companies do not include investment companies, 
mutual funds, or other collective investment vehicles. 
Data is in current U.S. dollars. The latest value for Market 
capitalization of listed companies (current US$) in Botswana 
was $4,587,518,000 as of 2012. Over the past 21 years, the 
value for this indicator has fluctuated between $5,887,210,000 
in 2007 and $261,000,000 in 1991. The exchange saw its ceiling 
in terms of market capitalization towards end of 2007; prior 
to the global financial crisis. During this period Botswana was 
a highly lucrative investment destination for the International 
portfolio holders given its diamond reserves and  its, then, 
increasingly popular tourism scene. There after (2008-2009) 
the exchange experienced shock from the global financial crisis 
but showed great resilience and despite a few sharp falls in 
market cap for the periods that followed the recession the 
exchange now shows a steady growth. The global financial 
crisis hit the Botswana capital market fairly harder than 
other capital markets this mainly because the economy was 
centred on goods and services that are regarded as luxuries 
in the global economy and given the crisis international 
portfolio holders showed a reduced interest in Botswana as 
an investment destination.

The efficiency of BSE can be measured if we compare with 
other long standing stock exchange such as Johannesburg 
Stock Exchange (JSE) hence the scholars ventured to introduce 
a comparative study wherever it is necessary.

Table 2: Market capitalization of (BSE) listed compa-
nies (current US$)

Year Market Cap (US$)

1994 $377,000,000.00

1995 $398,000,000.00

1996 $326,000,000.00

1997 $614,000,000.00

1998 $724,000,000.00

1999 $1,052,202,000.00

2000 $977,610,000.00

2001 $1,268,670,000.00

2002 $1,722,840,000.00

2003 $2,130,710,000.00

2004 $2,548,270,000.00

2005 $2,436,730,000.00

2006 $3,946,980,000.00

2007 $5,887,210,000.00

2008 $3,555,774,000.00

2009 $4,278,000,000.00

2010 $4,075,950,000.00

2011 $4,106,892,000.00

2012 $4,587,518,000.00

(Source: http://www.tradingeconomics.com/botswana/stock-mar-
ket) 

The Johannesburg Stock Exchange currently boasts a market 
capitalization close to two times greater than that of the 
Botswana Stock Exchange. Even JSE was also affected by the 
global financial crisis of 2008 and suffered a sound amount of 
shock as indicated by the table 3 that follows. The exchange 
recovered quite well and currently is the largest exchange; in 
terms of market capitalization, on African soil.
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Table 3: Market capitalization of (JSE) listed companies (current US$)

Year Market Cap (US$)

1994 $226,000,000,000.00

1995 $280,526,000,000.00

1996 $241,571,000,000.00

1997 $232,069,000,000.00

1998 $170,252,000,000.00

1999 $262,478,000,000.00

2000 $204,952,000,000.00

2001 $139,750,000,000.00

2002 $184,622,000,000.00

2003 $267,745,000,000.00

2004 $455,536,000,000.00

2005 $565,408,000,000.00

2006 $715,025,000,000.00

2007 $833,548,000,000.00

2008 $491,282,000,000.00

2009 $704,822,000,000.00

2010 $635,349,000,000.00

2011 $522,975,000,000.00

2012 $612,308,000,000.00

(Source: http://data.worldbank.org/country/south-africa)

Chart 1: BSE vs JSE market capitalization trend 
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The Chart 1 above is a graphic representation of the degree 
of difference, in terms of market capitalization, that exists 
between the two exchanges hosted by countries that share a 
boarder. Which brings about the question; what is happening 
in RSA  that is not happening in Botswana? What attributes 
are contributing to the current forms of the exchanges and 
have contributed in the past.

Upon analysing data from the interviews carried out it was 
quite apparent that there were a number of matters that 
seemed to be at the core of the prevailing market forms of 
the respective capital markets. These themes are mentioned 
below and discussed further there after:
1. Instruments Traded and Return Generation
2. Price Adjustments to Information Changes
3. Financial Literacy of Participants
4. Liquidity
5. Domestic Investment Culture
6. Other Issues

1. Instruments Traded and Return Generation

In an interview with a product development officer at the 
Botswana Stock Exchange, he outlined that the BSE only 
trades in three (3) instruments;

•	 Share/Equities

•	 ETFs (Exchange Traded Funds), &

•	 Bonds 

Of which an article by Letsididi, (2014) in the Sunday Standard 
newspaper where he had a seated interview with the Deputy 
Chief Executive Officer of the BSE reveals that Exchange Traded 
Funds only started trading on the BSE in 2013. Whereas other 
capital markets such as the Johannesburg Stock Exchange 
trade in numerous other instruments such as; agricultural, 
currency, energy, equity, interest rate and metal derivatives, 
debt equity markets and krugerrands. The Johannesburg Stock 
Exchange has also had these instruments trading for much 
longer periods of time as compared to the Botswana Stock 
Exchange. On the issue of return generation it is observed that 
“return generation is rather poor given the minimal trading that 
goes on the secondary market of our capital market. However; 
the primary market has proved to generate good returns for 
Batswana. Our most recent IPO; the Choppies listing, being 
a very good example of this return generation”

Kantor, (2012) reviewed the recent history of the Johannesburg 
Stock Exchange; measuring the outstanding returns provided 
by the Johannesburg Stock Exchange for shareholders 
especially since 2003. The scholars demarcate how the 
Johannesburg Stock Exchange share index has kept up with 
the average emerging equity market average and outperformed 
the Standard and Poor’s (S&P) 500 by a very large margin as 
they showed graphically with the graph below.

Chart 2: JSE vs S&P 500 & Emerging Markets on Return Generation
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Basically, the chart indicates a US$100 invested on the JSE 
in January 2003 would now have compounded to US$371, 
including dividends reinvested in the market. The same US$100 
invested in the S&P 500 would have grown to US$176, less 
than half the gains in US dollars realised over the same period 
by the Johannesburg Stock Exchange.

2. Price Adjustment to Information Changes

One of the fundamental characteristics of any  reputable 
capital market is the rapid incorporation of information sets to 
prices of securities traded. This effectively allows participants 
on the exchange to make more informed decisions regarding 
their investments at any given point in time.  Of the total 
sample outlined  above, a majority of respondents indicated 

a disregard for the manner in which information changes 
are incorporated into share prices on the Botswana Stock 
Exchange. 

3. Financial Literacy of Participants  

Literacy rate; adult total (% of people ages 15 and above) 
in Botswana was last measured at 85.09 World Bank Group 
(2015). Adult literacy rate is the percentage of people ages 
15 and above who can, with understanding, read and write 
a short, simple statement on their everyday life. The Chart 3  
below indicates the latest values, historical data and statistics, 
for Literacy rate - adult total (% of people ages 15 and above) 
in Botswana (Economics, 2015).

Chart 3: Adult Literacy Rate in Botswana

Despite the sharp increase in literacy since 2011, there is still 
an increasing need for the provision of financial literacy in 
Botswana. This was outlined by 100% of the respondents 
mentioned as one of the key issues that was outlining 
Botswana capital market. This issue has been noted by several 
parties and Letshego Financial Services for one, launched 
the first ever national campaign on financial literacy where 
the company committed to travel throughout the country 
educating the public, precisely public servants on financial 
literacy (Baatweng, 2014). The issue of financial literacy was 
deemed by the sample as being at the heart of the Botswana 
Stock Exchange’s in less volatility and thereby more efficiency. 
In a seated interview with  CEO of Banker’s Association of 

Botswana, he deemed this as one of the major obstacles that 
once tackled the Botswana Stock Exchange would experience 
exponential growth and an increased interest from outside 
parties. 

He attributed all subsequent problems on the Botswana Stock 
Exchange such as lack of liquidity on the secondary market 
and the sluggish price adjustments to information sets to the 
low levels of financial literacy in the land. Further the same 
view was cemented by another CEO who stated that most 
Batswana are still opting to simply save their money in banks 
as opposed to investing on exchanges, not because of a risk 
factor or anything along those lines but simply because they 
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are unaware of what capital markets are and that they could 
effectively earn them greater returns than any savings plan 
a bank could offer. He ended the interview with this very 
brief and yet insightful statement; “investing is for every one 
of every age”

4. Liquidity

Liquidity refers to the degree to which an asset or security 
can be bought or sold in the market without affecting the 
asset’s price. Liquidity is characterized by a high level of 
trading activity. Assets that can be easily bought or sold are 
known as liquid assets (Investopedia, Investopedia Dictionary, 
2015). Eighty (80%) of the sample indicated a dissatisfaction 
regarding the liquidity of assets and securities traded on the 
Botswana Stock Exchange,  a product development officer at 
the Botswana Stock Exchange, in a seated interview attributed 
this lack of liquidity particularly on the secondary market to 
the investment culture that prevails in the country. 

Even when the public own stocks it is not often that they are 
actively engaged in trading; using information sets that are 
made available to them at different times to make rational 
investment decisions. 

5. Domestic Investment Culture

As afore mentioned; majority of Batswana opt to save their 
money; keep their money in safer heavens such as banks, as 
opposed to investing their funds on the stock exchange which 
bares higher risks. This for one is the domestic culture that 
exists in Botswana and as such has fostered an environment 
where companies are unable to raise as much as they would 
like to raise via the capital market. Another burning issue in 
terms of domestic investment culture was pointed out by an 
officer from Stock Brokers. A capital market since inception 
has always been a platform where those with viable investment 
ideas go to seek funds and in return offer some form of 
compensation to their investors. He further outlined how 
companies should be in a position to seek funds for operation 
via a capital market. However; in Botswana there exists a 
culture where individuals opt for operational investments as 
opposed to exploration or developmental investments. Thus 
the capital market proves not to be the platform of choice for 
those with viable business plans but no capital.

6. Other Issues

The CEO of Banker’s Association Botswana disregarded 
the stigma often associated with the BSE and shed light on 
some issues that might not be evident to everyday financial 
enthusiast. He outlined how the Botswana Stock Exchange 
is corporately efficient as opposed to its overall volatility. 
He went further to explain how most participants on the 
Botswana Stock Exchange are in fact institutions such as 
Investec and Botswana Stock Brokers as well as blue chip 
investors from abroad. These investors are value maximizing 
and follow money wherever it goes. As much as the BSE fails 
to meet the needs of smaller (in terms of value) investors, 
the Botswana Stock Exchange does generate wealth for 
corporates. These individuals/ corporations control larger 
chunks of the securities that are traded on the Botswana 
Stock Exchange.  

Conclusion

Stock market volatility is of enormous interest when it comes 
to financial literature. It comes as no surprise that the findings 
of this research endeavour align with ample other writings 
regarding Botswana’s stock market volatility as defined by 
Fama, (1970). This also aligns with the research of  Mollah, 
(2007) who conducted empirical tests to prove the Botswana 
Stock Exchange form  of volatility through testing for the 
Random Walk. 

It is somewhat surprising that Botswana: one of Africa’s crown 
diamonds, an emerging market with so much potential and 
what has been deemed a healthy growth rate would have 
a capital market with such a poor form. The findings of 
this research paper shed some insight on this matter. One 
respondent, during an interview, indicated how Botswana’s 
capital market was actually efficient in terms of value creation 
because most of the investors on the exchange are big players/ 
blue chip investors from South Africa. In that respect, it’s not 
all bad news surrounding the Botswana Stock Exchange, but 
the exchange does have a few boiling issues that result in its 
current form of volatility. These issues need to be addressed in 
order for Botswana Stock Exchange to earn a seat at the table 
with other great African exchanges such as the Johannesburg 
Stock Exchange. 

Behavioural finance encourages us to take note of individual 
(micro) investment behaviour as this will effectively translate 
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into macro phenomenon. This simply means the behaviours 
of multiple individual investors effectively have the ability to 
summate into masses and influence greater macro-economic 
variables. The issue of domestic investment culture seems to 
be at the heart of the prevailing market form of the Botswana 
Stock Exchange. In a nation where individuals have been 
educated to rather save as opposed to investing it is no 
surprise that the capital market does not over perform and one 
can expect stock market volatility. This preference for saving 
as opposed to investing which in most cases offers greater 
returns can be attributed to low levels of financial literacy in 
the domestic market. In nations such as Republic of South 
Africa with larger population as well as more financially literate 
individuals, capital markets strive and perform extraordinarily 
with less stock market volatility.  

Recommendations

Letsego Financial Services has taken a small step on a long 
journey of educating the masses in Botswana regarding 
investment and other financial issues. This will prove to be 
beneficial to the Botswana Stock Exchange over time as more 
and more people are made financially literate. However, this 
is not nearly enough in comparison to what needs to be done 
in order for the Botswana Stock Exchange to break free of its 
weak form and realise the levels of success that it aims for. 
Upon conducting data findings for this paper it was noted 
that most Batswana that own stocks that are traded on the 
Botswana Stock Exchange do so because they feel these 
stocks will be easier to manage as compared to stocks traded 
on exchanges abroad. However, it was also noted that these 
Batswana seldom check the performance of their stock unless 
need arises and almost never act on information sets that 
are made available to them. It would be highly beneficial 
to Botswana Stock Exchange and the nation as a whole if 
individuals were educated about investment at a younger 
age, as opposed to tertiary level only, such as Junior High 
Schools. This would harness a culture of investment in young 
people’s minds and whether they decide to pursue careers in 
finance or medicine at the end of the day they are in a position 
to invest their funds with greater insight and enthusiasm as 
opposed to having their funds lying in a bank. If such culture 
is developed BSE will have less SMV as the investors in BSE 
will become immune from the shocks of “swings in the stock 
market prices” and will not react emotionally for temporary 
changes in the stock market prices. The above findings are 
not only applicable to Botswana but also to all developing 

and developed nations such as India and elsewhere.
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risk management and the possibility of knowing the profit 
and loss of the option with the input of few variable inputs. 
Derivatives are being caught into the maelstrom which makes 
investors wonder if such instruments are worth investing or 
not. One of the areas which have received very scant attention 
by the investigators is the contribution made by the model in 
determining the probability that the option will be exercised 
at the time of expiry.

The Black Scholes Option Pricing Model has the embedded 
probabilities of executing a call option in its formula itself 
(Rubinstein, 1994).  of the BSOPM is related to the strike 
price of the call option which tries to capture the probability 
of exercising the same at its maturity. If it is assumed that the 
probability given by  of BSOPM is valid and correct, then the 
variables contained in the formula would also be of statistical 
significance. This argument is the basis for the analysis in this 
study, which proposes to statistically check the significance of 
each factor present in the BSOPM with the evidence supported 
from NSE. It will also be checked whether the BSOPM is of 
any importance in predicting the positive payoff of the call 
option at expiry or a naïve model would be better off at the 
disposition of the investor.

Review of Literature

Macbeth and Merville (1979) compared the Black-Scholes 
model against the constant elasticity of variance (CEV) model, 
which assumed volatility changes when the stock prices 
changed. They found that the volatility of the underlying 
stock decreased as the stock price rose. Their empirical results 
were also consistent with the results of Geske (1979). Jarrow 

Abstract

The Black Scholes Option Pricing Model is the building 
block for the theory of pricing of options. The paper 
evaluates the probability of exercising a call option in the 
market under the given set of information by employing 
Black Scholes Model. Thereby, the validity of the model is 
being tested in the Indian Options market by employing 
logistic regression.  The analysis concluded that Black 
Scholes Model holds an accuracy level of approximately 79 
percent in guessing whether the option would be exercised 
or not at the time of expiry and whether the option is 
worth investing or not. 
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Testing Efficiency of the Variables in Black 
Scholes Option Pricing Model: Evidence 
from Indian Derivatives Market

Introduction

The Black Scholes Option Pricing Model (BSOPM) is being 
considered as the founding element of the Modern Options 
Theory and is still used today. The most remarkable aspect of 
the BSOPM is to allow the writer of an option to effectuate 
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and Rudd (1982) proposed a semi-parametric option pricing 
model to account for observed strike price biases in the Black-
Scholes model. They derived an option pricing formula from 
an Edgeworth expansion of the lognormal probability density 
function to model the distribution of stock prices. Geske and 
Roll (1984) showed that both in the money and out of the 
money options contained volatility bias. They concluded that 
time and money bias might be related to improper boundary 
conditions whereas the volatility bias problem might be the 
result of the statistical errors in estimation. Hull and White 
(1987) examined the problem of pricing of a European call on 
an asset that had a stochastic volatility. The option price was 
determined in series form for the case in which the stochastic 
volatility was independent of the stock price. And numerical 
solutions were produced for the case in which the volatility was 
correlated with stock price. It was found that the Black-Scholes 
price frequently overpriced options and that the degree of 
overpricing increased with the time to maturity. Chesney and 
Scott (1989) examined the Black Scholes model and a random 
variance option pricing model to study prices of European 
currency options traded in Geneva. They used actual prices 
on European currency options from Geneva to compare the 
performance of the random variance option pricing model with 
the modified Black Scholes model. It was found that the actual 
prices on calls and puts conform more closely to Black Scholes 
model if the variance rate was revised every day. On the other 
hand, when a constant variance rate was used, then the Black-
Scholes model performed very poorly. Frino, Khan and Lodh 
(1991) tested the efficiency of Black Scholes Model in pricing 
the options on Australian Stock Exchange. They considered 
the cross sectional data of option prices for the time period 
from January 1990 to December 1990. They concluded that 
Black Scholes Model was capable of effectively pricing the 
options in an unbiased manner. They also suggested a possible 
learning effect causing the incidence of market mispricing 
of options to decrease since 1976. Mckenzie, Gerace and 
Subedar (2007) utilized qualitative regression and a maximum 
likelihood approach to empirically examine the accuracy and 
statistical significance of the factors within the Black Scholes 
model. They considered 159 ASX Index option contracts for 
the time period of February 2003 to July 2007. The study 
utilized three different measures of volatility namely historical 
instantaneous, actual instantaneous and implied volatility. 
They found that the Black Scholes model is significant at the 
one percent level in estimating the probability of an option 
being exercised and also found that the significance of the 

Black Scholes model under a logistic distribution is superior 
to a lognormal distribution.

Testing of Black Scholes Model for predicting the profitable 
expiry of options and the factors playing significant role in 
this prediction has been scarcely carried out in developed 
countries. No such study has been carried out in Indian 
context.

Theoretical Background of the Response Function 
for the Black Scholes Model

The Black Scholes Differential Equations do not involve 
any variable that is affected by the risk preferences of the 
investors. All the variables that appear in the equation, like 
strike price, spot price of underlying asset, risk free rate of 
return, time to expiry and the implied volatility are free from 
the risk perception of the investors. One way of including 
the risk perception of the investors in the valuation of call 
option is to involve the expected value of underlying asset in 
the differential equation (Hull, 2005).

The solutions to Black Scholes differential equations obtained 
by risk neutral valuation are valid in all the worlds whether 
risk neutral or risk averse (Hull, 2005). Let’s consider the 
expected value of an option in a risk neutral world at the 
time of maturity is

                                .............................................................. (1)

Where E represents the expected value in a risk neutral world, 
ST is the value of the underlying asset at the time of maturity, 
X is the strike price. 

From the risk neutral valuation argument, the value of a 
European call option is the discounted expected value of 
the call option which can be represented as follows:

c(t)=e(-r*τ)                               .........................................……….. (2)

In this study, the risk neutral expected value of the call is 
found at time ‘t’ with ‘T-t’i.e. τ time remaining to maturity.

The call option is assumed to be eligible for exercise if at any 
point of time‘t’, the risk neutral expected value of the call (‘c’)  
at the time of expiry is positive. The exercise of an option at 
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the time of its expiry is the function of its terminal payoff. 

ξ_T=f(c(t) )……………..………. (3)

Considering the case of Nifty options, the interest lies in the 
response probability of exercising an option at the time of 
expiration.
The response function for the exercise of an option (Zi)  is 
binary in nature, which assumes only two values, coded as 
0 and 1.

                                                           .................. …………………. (4)

So, the investigation of the significance of BSOPM can be 
carried out in binary form where yi is a Bernoulli variable 
(Gujarati, 2003). yi is the realisation of random variable  yi 

that can take values between 0 and 1 with probabilities πi 

and 1-πi   respectively.

When the response (dependent) variable  is of binary nature, 
then a nonlinear regression model may be employed that 
considers the output to be either 0 or 1. In turn, it tries to 
estimate the probability of happening of an event i.e. yi=1  

A logistic function can be utilised that can effectively 
transform the regression model so that fitted values can be 
bundled with (0, 1) interval. The logit model considers the 
cumulative standard logistic distribution function (F).The 
logistic distribution considers fatter tails which allow the 
conditional probability to approach 0 and 1 at a slower rate 
than the log normal distribution.
The logistic function (F) , which is a function of any random 
variable,

                                                                    …………… (5)

Where e is exponential under the logit approach and  follows 
cumulative distribution function

                                                                ................. (6)

Where So = value of the underlying asset i.e. S&P CNX Nifty 
for this study,  = strike price of the Nifty call option, r = risk 
free rate of interest.  Mumbai Inter Bank Offer Rate (MIBOR) 

has been considered as proxy for risk free rate of interest for 
this study, τ  = time to expiration, represented in terms of 
year. It is equal to the number of days remaining to the date 
of expiration of contract, σ = volatility of the underlying, and   
is the probability that option π is exercised at the maturity. 
Thus, the equation (6) gives the logit transformed model for 
estimation of the probability (McKenzie et.al.2007). 

Research Methodology

The present study considers the daily closing prices of options 
traded on Nifty Index of National Stock Exchange (NSE) of 
India. Options on Nifty Index are the most widely traded 
options on the NSE. These options are European in nature, 
so there is no problem of early exercise. The sample has been 
considered one month options (Christensen and Prabhala, 
1998) expiring on the last Thursday of the month for the time 
frame from June 2001 to December 2014. On each trading 
day, the closing value of option on each strike price has been 
considered. The data for this study has been taken from 
website of National Stock Exchange of India and the database 
of Reserve Bank of India.

Sample Construction Scheme
Christensen and Prabhala (1998) pointed out the problem 
associated with overlapping data which led to inappropriate 
regression results in Canina and Figlewski (1997) work, because 
it caused the problem of serial-correlation between the option 
prices with different strikes (having variation in time to 
maturity) but sharing same information on any two consecutive 
days for the estimates of volatility. They suggested the use of 
one month contracts for better estimation. Considering this, 
the sampling of data points to be considered for the study is 
done on the basis of the following sampling plan:

Step 1: Options to be considered for the study are collected 
on the working day immediately following the expiry date of 
the previous month’s options. These options approximately 
have one month (i.e. four to five weeks) time to expiration. 
This step gives us non-overlapping data points with maximum 
time to expiry of one month. 

Step 2: Out of the options which have been considered for 
the analysis in step 1, the observations which satisfy the 
boundary condition i.e. c>((F e-rτ) )-X  have been selected.
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Step 3: Options must have some trade volume. So the 
observations which had less than 50 contracts being traded 
on that day have been dropped. Also, observations which 
have the settlement price equating to zero have also been 
rejected out of the sample because such value would not 
allow the optimal solution to occur in estimation of Black 
Scholes Implied Volatility

Step 4: The options for which the optimal solution for Black 
Scholes Implied Volatility could not be converged through 
Newton Raphson method have also been dropped.

Step 5: The options which are finally considered for the 
analysis are further divided into different sub samples for 
the analysis purpose. The data screening statistics for the 
Nifty options are given in Table 1.

Table 1 Data Screening Statistics for the Nifty Options

Total Call Contract Observations 46314

Criteria  

Observations not satisfying Boundary Conditions 3816

Observations with less than 50 Contracts being Traded 10840

Observations with very low Settlement Price(i.e. less than Rs.1.00) 5080

Observations for which No Convergence is achieved for BSIV 2076

Observations Rejected for synchronization of Nifty Futures Time Series with Nifty Call Options Time 
Series 106

Rejected Data 21918

Rejected Data (in %) 47.32

Remaining Data Points considered for Analysis 24396

Sampled Data (in %) 52.68
(Source : Author’s calculation)

Empirical Findings

Logistic regression analysis has been employed to predict the 
probability that a particular option would be exercised under 
the given set of variables as defined by BSOPM. The BSOPM 
considers that only five variables i.e. value of underlying asset, 
strike price, volatility, rate of interest and time to expiry are 
sufficient to be considered as the desired universe for the 
information contained in the option. It also considers that  
N(d2) gives the probability of exercising the option at the 
time of maturity. If this notion is considered to be right, then 
the variables contained in the BSOPM should be statistically 
significant in predicting the exercise of the option at the time 
of maturity. Considering this notion, the sample of 24396 
observations has been put into a logistic regression so that 
the significance of each variable in estimating the execution of 
option at the time of expiry can be determined. The aim is to 
analyse to what extent a variable contains the information in 
determining the exercise of the option at the time of maturity 

at any given point of time ‘t’. 

The analysis is carried out in two stages. In the first stage, 
the base model has been considered. The base model is the 
naïve model which is considered to test whether this analysis 
should be considered or not, or BSOPM is as good as a random 
estimation. After receiving appropriate results we moved to 
second stage which considers the Estimated Model. It contains 
all the original variables as stated in BSOPM. The estimated 
model is run through the qualitative regression for finding 
some conclusive evidence.  

STAGE 1: The base model to be considered for the stage one 
contains the basic five variables (So,X,τ,r,σ)  as predictor 
variables. The dependent variable  =1, if the option is exercised 
and is equal to  , if the option is not exercised at the time of 
maturity. Each observation of      has its own information set 
and is thus independent of each other. Given the initial rates 
of      =1 or     =0 to the options and no other information, the 
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best naive strategy is to predict, for every case or observation 
that the result would be to give decision       =1 i.e. to exercise 
the option. Such strategy is as good as naïve estimation could 
be. Using this strategy, we have observed that we would be 
correct up to 52.7 percent of the times (as shown in Table 
2). The probability of finding the correct result is as good as 
flipping of a coin which is not sufficient to reach out to any 
conclusion for the investor. These results are enough source 
of motivation for further investigating the BSOPM’s factors 
contribution in estimation of probability for exercising an 
option.

Table 2 
Results for the Classification Table of the Base Model

Predicted

Observed 0 1 Total

0 0 11539 11539

1 0 12857 12857

Total 0 24396 24396

Percentage 52.70%

(source : Author’s calculation)

STAGE 2: The qualitative regression for the logistic specification 
of the Model containing all the variables as stated in the 
equation (6) is being carried out. The logistic distribution 
suggests that the conditional probability of approaching at 
1or 0 (i.e. exercising an option or not exercising an option) 
is slower as compared to lognormal distribution. Thus, the 
application of logit regression would be an appropriate choice 
for such an investigation.

The qualitative regression model is estimated using the 
maximum likelihood estimation. Therefore, the standard errors 
are asymptotic (Gujarati, 2003). Instead of using the t-statistic 
to evaluate the statistical significance of a coefficient, the 
z-statistic is used (Stock and Watson, 2003). The estimated 
model for the equation (6) is shown as follows in table 2

The goodness of fit measures for the logit model is Pseudo  
R2and the classification table. Different Pseudo R2 are given in 
table 2. The values of all the Pseudo R2 i.e. McFaddensR2 , Cox 
& Snell R2 and Nagelkerke R2 indicate that the performance of 
the model is satisfactory and we can proceed further towards 
the classification table which is indicated in Tables 3 and 4.

Table 3
Results of the Logit Regression for the Estimated Model

Coeff. S.E. Z-statistic p-value Wald statistic Exp(B) 95.0% C.I. 
for EXP(B)

βo 0.4887 0.0723 6.7567 1.41E-11 45.6530 1.6303 --

β1 0.0073 0.0001 65.9361 0.00000 4347.58 1.0073 1.0071

β2 -0.0074 0.0001 -66.977 0.00000 4485.96 0.9926 0.9924

β3 2.2619 0.8191 2.7614 0.00575 7.62540 9.6022 1.9280

β4 4.0222 0.9321 4.3151 1.60E-05 18.6203 55.828 8.9829

β5 -1.3707 0.1453 -9.4290 4.14E-21 88.9074 0.25391 0.1909

McFadden R2 0.387295

Cox & Snell R2 0.414784

Nagelkerke R2 0.554

Log-likelihood -10339
(source : Author’s calculation)
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Table 4
Classification Table for the Estimated Model

Predicted

Actual 0 1 Total

0 8278 3261 11539

1 1838 11019 12857

Total 10116 14280 24396

(source: Author’s calculation)

The classification table 4 indicates that the model is capable 
of predicting the value of y correctly up to 79 percent 
approximately ((8278+11019)/24396). Kennedy (2003) 
suggests that it is possible that a naïve predictor could 
perform better than any model if the sample is unbalanced 
between 0 and 1. E.g. If     =1  for 75percent of observations. A 
simple estimate of       =1  for all the cases would outperform 
any more complex model on this measure. So considering 
this rationale the composition of   is considered and it is 
found that 
     =1 for 12857 times which is approximately equal to 52.7 
percent. So any random guess or naïve model would not be as 
good as the considered model. This result can be confirmed 
by juxtaposing the results given in table 2. So, we can say 
that data is balanced and the results of the classification 
table can be relied upon.

Count R2 is equal to 79.1percent which states the percentage 
of    values predicted correctly and the percentage of times 
the predicted     matches the observed    . Higher the number, 
the better is the fit of the model. Considering this measure, 
the model fit can be considered good.

Analysing further the classification table, we can find 
the sensitivity and specificity of the prediction and the 
error rates of the prediction. The sensitivity of prediction 
is the percentage of occurrences correctly predicted. In 
given model, the sensitivity of prediction is 85.7 percent 
(i.e.11019/12857*100) which is considerably good. 

The specificity of the prediction indicates the percentage 
of negative responses being correctly predicted. In case of 
given model, the specificity of prediction is 71.7 percent (i.e. 
8278/11539*100) which is also considerably good. It is clear 

that higher sensitivity and specificity indicate the goodness 
of the fit of model.

The Error Rates in the classification table are the False Positive 
and the False Negative error rate.

The False Positive is the error rate which indicates the 
percentage of predicting that the option would be exercised 
when in fact it was not exercised. It is equal to 22.8 percent 
(i.e. 3261/14280 *100).

The False Negative is the error rate which indicates the 
percentage of predicting that the option would not be 
exercised when in fact it was exercised. It is equal to 18.16 
percent (i.e. 1838/10116).

The error rates are comparatively much lower than the 
sensitivity and specificity of the predictions. So, it can be 
concluded from the classification table that the model has 
satisfactory fit. But the performance of the model cannot be 
concluded without analysing the variables in the equation of 
the qualitative regression and residual analysis.

Table 3 shows the logistic regression coefficient, Wald test, 
z-score, Wald test and odds ratio for each of the predictors. 
Employing a 5 percent criterion of statistical significance, 
it can be seen that the variables are significant. The ‘β’ 
estimates give the signs of the partial effects of each variable 
on the response analysis. The statistical significance of xj is 
determined by whether we can reject Ho:βj=0. As it is evident 
from the given table that the null hypothesis is being rejected 
for     The variable having the higher economic significance as 
suggested by     are the time to expiry(τ)and rate of interest 
(r). It must be noted that the response prediction of exercising 
the option, i.e.    =1 holds positive relationship with all the 
variables except for strike price and volatility of underlying 
asset. Along with, the time to expiry and the rate of interest 
are variables with significant economic relevance as compared 
to other variables.
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Table 5
Marginal Effects of the Estimated Model

∂p/∂x S.E. Z-statistic p-value x
So 0.001818 2.74E-05 66.32 0 3975.7

X -0.00183 2.73E-05 -67.171 0 3983.3

τ 0.56003 0.20274 2.7623 0.005739 0.04458

r 0.99585 0.23078 4.3152 1.59E-05 0.066058

σ -0.33938 0.036056 -9.4126 4.84E-21 0.24969
(source: Author’s calculation)

The effect of coefficients cannot be interpreted in the normal 
way as used in ordinary least squares regression. In order to 
interpret the coefficients effect we need marginal effects. 
Marginal effects give the partial effects of variables on the 
response probability which can be calculated using partial 
derivatives. The marginal effects are given in Table 4. The 
partial derivatives are found to be significant at 5 percent level 
of significance. The marginal effect give the relative increase 
of one unit of variable on the outcome corresponding to   =1 
. The marginal effects are equal to coefficients of the logistic 
regression multiplied by the probability of   =1 .

 Looking at the Table 5, it can be said that the variables having 
the highest impact on the exercise of the option are interest 
rate (r)  and time to expiry (τ). The variables like strike price 
(X) and historical volatility (σ) are inversely or negatively 
related with exercise of an option (π). An increase of one 
unit in the historical volatility (σ) would lead to a decrease 
of 33.9 percent in the probability of exercising the option. 
Similarly an increase of one unit i.e 1/365 days in time to 
expiry (τ) would lead to 56 percent increase in the probability 
of exercising the option.

Conclusion

To conclude it can be said that the BSOPM has performed 
well in predicting whether the option would end in profit or 
not. In other words, BSOPM has shown an accuracy level of 
approximately 79 percent in guessing whether the option 
would be exercised or not at the time of expiry and whether the 
option is worth investing or not. The lower error rates indicate 
a good fit of BSOPM in Indian options market. Along with 
this, it has also been found that the fact which  is significant 
in determining the fate or worth of the option at the time of 
expiry of the option in future are rate of interest and time to 

expiry. Thus, it can be said that when the decay in the time 
value of the option is seen in relation to costs involved in 
holding the options or leverage costs, then the possible fate 
of option expiry in positive value is determined.
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deterioration in the external sector competitiveness and 
misallocation of domestic resources made it hard to attain 
desirable economic growth rate. The Balassa - Samuelson 
hypothesis postulates that the process of economic growth 
unfolds influence on relatively higher productivity growth rate 
in the tradable than the non-tradable sector. In addition, the 
implication for the real exchange rate across the countries, 
the higher productivity growth led to real exchange rate 
appreciation [(Harberger (2003); Domac and Shabsigh (1999)]. 

Subsequently, the real exchange rate is one of the most 
important relative prices in an economy; it argued that a 
healthy exchange rate policy is a key to improving economic 
performance in developing countries. The adverse impact of 
RER misalignment on growth is stressed by Cottani et al. (1990) 
who asserted that despite many channels which were affected 
policy performance, there are many instances where RER 
was the main transmission mechanism of economic growth. 
In an overvalued exchange rate regime, exchange rate hurts 
the export sector and it causes higher imports, competing 
industries to fierce competition from foreign companies. 
Overvaluation might lead to tight monetary and fiscal policy 
(in an attempt by authorities to defend the currency), capital 
flight (in an anticipation of devaluation), severe decline in 
foreign direct investment and technological transfers, and a 
chronic economic recession.  

Ghura and Grennes (1993) studied on pooled time series and 
cross-section data for 33 Sub-Saharan African countries. 
They found negative relationship between RER misalignment 
and economic performance. Further, they concluded that 
inappropriate domestic macroeconomic variables such as trade 
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This paper is exploring association between the real 
exchange rate (RER) misalignment and economic growth 
in India. The study uses ARDL approach to estimates 
dynamics of short and long run relationship between 
the variable such as PC, RER, RERMIS, CF, TO, and PO. 
The study found the long-run relationship between real 
exchange rate misalignment and economic growth. The 
real exchange rate keep under control external tread the 
Reserve Bank of India accumulates huge foreign exchange 
reserves people life expectancy would be increase. 
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1. Introduction 

In recent times, the exchange rate stimulated the International 
Macroeconomic (IM) variables and their fundamentals are not 
yet recovered from the panic of economic behavior. Because, 
the unexpected changes in exchange rate movement at the 
same time unexpected changes in IM variables, it affected 
growth rate showed upward and downward trend. The 
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and exchange rate policies appeared as important factors. 
The t economic distress virtually in all Sub-Saharan African 
countries. Klau (1998) found that poor economic performance 
in the CFA zone from mid-1980s to early 1990s because of 
the franc overvaluation during those periods. While stable 
RER was fundamental for promoting East-Asian expansion, 
persistent RER misalignment hampered development in 
many African countries by Fosu (2000), Cottani et al. (1990), 
World Bank (1984).  Based on the empirical evidence from 
developing countries, Cottani et al. (1990) found a strong 
negative correlation between per capita GDP growth and the 
measure of RER misalignment. Although instability of economic 
environment (including misalignment real exchange rate) and 
also hamper growth (Campa, 1993; Dixit and Pindyct, 1994; and 
Ghura and Grennes, 1993), Razin and Collins (1997) showed 
that RER misalignment  associated with lower economic growth 
rate. Back drop of the earlier studies, in the study rendering  
the relationship between real exchange rate misalignment 
and economic growth in India. In Indian context, few studies 
are available on the real exchange rate misalignment and 
economic growth. The overvaluation of real exchange rate  
associated with slower growth; moderate to high growth rate 
(but not very higher growth rate), whereas undervaluation 
appeared to stimulate economic growth. It argued  the RER 
misalignment distorts price signals, result in a misallocation of 
resources across sectors, and generate severe macroeconomic 
disequilibrium conditions. The remaining of this paper is 
organized as follows: the review of existing literature in Section 
2; the data and the methodological issues are described in 
Section 3; estimation and empirical results in Section 4; finally, 
conclusions are drawn in Section 5. 

2. Review of literature 

There are limited studies available on the real exchange rate 
misalignment and economic growth. Here, we have provided 
some of the literature evaluating in Indian context Wong 
(2013) studied real exchange rate misalignment and economic 
in Malaysia. The Real exchange rate misalignment should be 
avoided to enable the allocation of resources in the economy 
according to fundamentals. He found that increase in real 
exchange rate misalignment will lead to a decrease in economic 
growth.  Naseem and Hamizah (2013) studied the optimal 
measurement of resource allocation to avoid the real exchange 
rate misalignment (RERM) to attain the economic growth. The 
RERM can affect  on economic growth particularly emerging 

market economics. 

Kandil (2004) studied exchange rate fluctuation and economic 
activity in developing countries. The supply of output  varies 
with unanticipated price movements and the cost of the 
output produced. Anticipated exchange rate movements 
determine the cost of the output in the long run. In addition 
Unanticipated exchange rate movements determined economic 
condition in the short run such as net export, money demand, 
and output. Subsequently Aguirre and Calderon (2005) found 
negative correlation between GDP per capita and economic 
growth. Also the negative relationship between overvaluation 
exchange rate and economic growth rate.  Prasad et. al., 
(2007) argued that capital inflows tend to appreciate domestic 
currencies which hurts the economic growth. 

Further , Prasad et.al. (2007) suggested that real exchange rate 
was relative price to other foreign currency price; determined 
in general equilibrium along with all other relative prices. 
The Government policies were influenced by the REM and 
economic growth. To maintain a more depreciated real 
exchange rate requires higher saving relative to investment 
or lower expenditure relative to income. This can be achieved 
through the fiscal policy (a large structure surplus), income 
policy (redistribution of income to high savers through real 
wage compression), saving policy  (compulsory saving schemes 
and pension reform), capital-account management (taxation of 
capital account inflows, liberalization of capital outflows), or 
currency intervention (building up foreign exchange reserves), 
experiences both in developed and developing countries have 
showed that those countries were targeted REM. 

Drozd and Nosal (2008) revealed the short-run price elasticity 
trade co-existing with the long-run price elasticity in economic 
growth in developed and developing countries. Gala (2008) 
found the negative relationship between GDP per capita 
growth and a PPP-based index of RER overvaluation in a 
panel of 58 developing countries. Followed by the Rodrick 
(2008) developing countries revealed that undervaluation of 
the currency stimulate the economic growth. In addition, those 
tradable goods suffer disproportionately from the government 
or market failure that kept poor countries from converging 
towards high-income level. The two categories (a) institutional 
weakness and (b) product-market failure sustained REM 
depreciation increased the relative profitability of investing 
in tradable goods. 

one of the variables for estimating mean equation has effects 
on economic growth rate uses LM test. The test statistics 
consistently rejected the null hypothesis, therefore there 
is ARCH effect in the model. This amply justifies using a 
conditional standard deviation as a measure of volatility. 

After an extensive search for an appropriate ARCH 
specification, we arrived at the following model for the 
construction of time varying conditional volatility of real 
exchange misalignment: 

                      …..(1)

L-B Q (5) = 0.54 (0.96)           ARCH- LM (5) F =  0.087 (0.99) 

where 1
2

11 −−− = ttt υσε  and figures in parentheses are p 
values. The mean equation contains a constant and AR (1) 
process while the variance equation follows ARCH/GARCH 
(1, 1) process. All the estimated coefficients of both mean and 
variance equations are statistically significant at conventional 
level. The Ljung-Box Q statistics that follows the x2 distribution 
suggest that the standardized residual of the mean equation       v1 is free from autocorrelation up to five lag and the ARCH-
LM test that follows the F distribution indicates that the null 
hypothesis of no ARCH effect in the square of standardized 
residuals cannot be rejected. 
Before the estimation of any econometric mode, we need to 
check stationary of the data. In this juncture, we have taken 
variables such as per capita growth, real exchange rate, real 
exchange rate misalignment, gross capital formation, terms 
of trade and population are examine using the Augmented 
Dickey-Fuller test (ADF) and Phillips-Perron the results are 
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3. Data and Methodology 

In order to explainthe real exchange rate misalignment and 
economic growth in Indian perspectives, the study covered 
data from 1975-76 to 2011-2012, collected from RBI’s Handbook 
of Statistics on Indian Economy. The study uses variables such 
as PC (per capita), CF (Capital Formation) , RER (real effective 
exchange real variability), REMIS (Real effective exchange rate 
misalignment), PO (population growth rate) and TO (Terms of 
trade growth rate). All the data’s are converted into growth 
forms. When move to estimation of the data, we have to 
check  the variables having  stationary properties with help 
of Augmented Dicky fuller test and Phillips – Parren test. 

The real exchange rate misalignment constructed from  real 
exchange rate with help of ARCH/GARCH Engle (1982) and 
Bollerslev (1986). The study uses ECM (error correction model) 
and Co-integration model to check a linear combination of 
integrated variables., while such variables revisited to check 
there is any co-integration. A principle feature of co-integrated 
variables is that their time paths are influenced by the extent 
of a deviation from long-run equilibrium. After all, if the system 
is return to long-run equilibrium. The movement of at least 
some of the variables must respect the magnitude to reach 
equilibrium. After examining the co-integration vector, if the 
trace statistic is more than the critical values, at 1 percent and 
5 percent levels, we confirm the presence of co-integrating 
vectors among the variables. After the confirmation, in order 
to solve the long-run disequilibrium, the error correction 
mechanism can be used to assess short run dynamics. 

4. Estimation and Results

The paper examines the presence of ARCH effect in the 
variance of real exchange rate misalignment which includes 

one of the variables for estimating mean equation has effects 
on economic growth rate uses LM test. The test statistics 
consistently rejected the null hypothesis, therefore there 
is ARCH effect in the model. This amply justifies using a 
conditional standard deviation as a measure of volatility. 

After an extensive search for an appropriate ARCH 
specification, we arrived at the following model for the 
construction of time varying conditional volatility of real 
exchange misalignment: 
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(1, 1) process. All the estimated coefficients of both mean and 
variance equations are statistically significant at conventional 
level. The Ljung-Box Q statistics that follows the x2 distribution 
suggest that the standardized residual of the mean equation       v1 is free from autocorrelation up to five lag and the ARCH-
LM test that follows the F distribution indicates that the null 
hypothesis of no ARCH effect in the square of standardized 
residuals cannot be rejected. 
Before the estimation of any econometric mode, we need to 
check stationary of the data. In this juncture, we have taken 
variables such as per capita growth, real exchange rate, real 
exchange rate misalignment, gross capital formation, terms 
of trade and population are examine using the Augmented 
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presented in table 1                                                          
Table 1 Unit Root Test

Variable ADF PP

Level Level

PC 3.768 
(1.00)

-5.170 
(0.00)

4.723 
(1.00)

-5.230
(0.00)

1st Difference 1st Difference



ESEARCH BULLETIN

Volume : 42 - I April 2016 234

tυ

Variable ADF PP

Level Level

RER -0.864 
(0.78)

5.894
(0.00)

-0.864
(0.78)

-5.894
(0.00)

RERMIS -5.707
(0.00)

-9.618
(0.00)

-5.702
(0.00)

-32.94 
(0.00)

TO -1.102
(0.705)

-4.525
(0.00)

-1.033
(0.73)

4.562
(0.00)

PO -10.712
(0.00)

0.509
(0.98)

-7.173
(0.00)

-0.947
(0.76)

CF 1.260
(0.99)

-7.162
(0.00)

3.917
(1.00)

-7.130
(0.00)

Figure in parentheses are p-value 

Table 1 explained ADF test indicates that null hypothesis  
rejected in the level forms are  PC, RER, RERMIS, CF and TO, 
but RERMIS and PO reject the null hypothesis at 1 percent 
level. However, the ADF test rejected the null hypothesis at 
first difference of the PCGR, RER, RERMIS, CF, TO, RERMIS 
and PO. Further, the PP test has rejected the null hypothesis 
at 1 percent level of significance.  In addition, Phillips-Perron 
(PP) unit root test indicates that null hypothesis of unit root 
test  rejected in the level form in case of PCGR, RER, RERMIS, 
CF and TO, but RERMIS and PO reject the null hypothesis at 
1 percent level. PP test, however, rejected the null hypothesis 
at  first difference of the PCGR, RER, RERMIS, CF, TO, RERMIS 
and PO. The results of PP stationary test have rejected the 
null of stationary in the level 1 % level.

On the basis of the majority criteria, it has been inferred that 
variables, viz., PC, RER, RERMIS, CF and TO; RERMIS and OP 
are integrated of order I(1) and order I(0) respectively. After 
checked unit root properties, following variables shows I(1) 
and I(0) of the data series, we have to test co-integration use 
autoregressive distributed lag model (ARDL).  The test check  
long-run relationship among the variables such as PCGR, 
RER, RERMIS, CF, TO, RERMIS and PO. A general-to-specific 
modeling approach guided by the short span of data  and 
Akaike Information Criterion respectively to select a maximum 
lag order of 2 for the conditional ARDL-VECM.

With analysis of the real exchange rate misalignment and 

economic growth to estimate long-run relationship among the 
variables use the ARDL approach. Econometric literature has 
abundant techniques to investigate relationships among non-
stationary macroeconomic variables and prominent among 
them are univariate co-integration technique (Engle-Granger 
(1987), multivariate co-integration technique (Johansen and 
Juselius (1990) and newly developed autoregressive distributed 
lag (ARDL) model. Nevertheless, we  use the bounds test 
procedure proposed by Pesaran, and Shin (1998) as it does 
not involve pre-testing the integration properties of the data. It 
yields asymptotically efficient long-run estimates irrespective 
of whether the underlying regresses are I (0) or I (1) process.  
The statistic underlying this procedure is the familiar Wald 
which used to test the significance of lagged levels of the 
variables under consideration in a conditional unrestricted 
equilibrium error correction model (ECM). Another reason for 
preferring the ARDL approach over other approaches is that 
it is more robust and performs better for small sample sizes.

This present study used ARDL approach to estimate long-run 
relationship and short-run dynamics of all the variables are 
not integrated of the same order and small sample is size. 
The ARDL approach involves estimating the conditional error 
correction to predict long run relationship. The conditional 
VECM in the ARDL framework of interest of the present study 
could be specified as under this procedure involves two steps. 
First, we  estimates an unrestricted error correction model 
of reserves:

1st Difference 1st Difference

x
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           (2)

where tX is a vector of deterministic variables; iiiiii gfedcb ,,,,, are short run dynamic coefficients; γ s are long-run 

multiplier; and εt is white noise error. Rejecting the null hypothesis 0654321 ====== γγγγγγ indicates that 
there exists long-run relationship among the variables, irrespective of variables’ integration properties. However, we have 
to use the critical bounds available in Pesaran, Shin and Smith (1996) for testing the null, as the asymptotic distribution of 
Wald or F statistics is nonstandard. If variables have long-run relationship, we  estimate the long-run coefficients and the 
corresponding error correction model. This involves estimating an autoregressive distributed lag model:

           (3)

The OLS estimates of equation (3) can be used to obtain the long-run relationship1:

tttttt potocfrermisrerpcgdp νφφφφφαα +++++++= loglogloglogloglog 532110 4
    (4)

We estimate the error correction representation of benchmark regression equation }|{ cfpotorermisrerpcgdp . 
The lag orders i.e. the length of m, n and p are determined by Akaike information criterion. In all the specifications, a linear 
trend and a constant are included. 
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Variables AIC[1,0,0,0,2,0]

RERt 0.043(0.02)

RERMISt -0.882(0.37)

TOt -0.060(0.20)

POt -3.886(0.00)

CFt 0.260(0.00)

Constant 9.428(0.00)

T 0.042(0.00)

-0.596(0.00)

Upper Bound Lower bound 

2.76 2.53 3.59

1−tecm
StatF −

Table 2.  F-Stat and Cointegration test

Note: Figure in [#] indicate the lag order of variables chosen by Akaike Information Criterion and figure in (#) are p-values. 
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The critical bounds for 10% significance level in the case six 
variable models with constant and a linear trend are 2.53-3.59 
(Pesaran et al., 1996). If F>FU, one can reject; 

hence, there is a long-term relationship among variables. If F<FL, 
one cannot reject .

Hence, there is no long-run relationship. Finally, if FL<F<FU the 
inference is inconclusive. 

The F statistics for testing the null hypothesis of long-run 
relationships are produced in Table 2. The F statistics for the 
benchmark model are less than the lower bound for phase while it 
falls in the inconclusive region; suggested that there was no long-
run relationship among these five variables. When the benchmark 
model has augmented by incorporating log of PC, RER, RERMIS, 
CF, TO, RERMIS and PO there is long-run equilibrium relationship.  
On the other hand, the coefficient of gross capital formation, 
population growth, constant and trend has statistically significant 
at the level of 1% because  surge in capital flows leads to an 
increase in aggregate demand and rise in the price of non-traded 
goods, which would eventually reflect in appreciation of the real 
exchange rate. The country would keep nominal exchange rate 
under the control because trade would be under the control The 
coefficient of real exchange rate misalignment values showed 
there was negative effect to economic growth. The life expectancy 
ratio would reduce in era of negative real exchange because the 
people earning  lower level compare to  other countries. The 
flexible exchange rate system brings more capital flow into the 
economy. The developed countries exchange rate not fluctuate  
compare with  developing countries exchange rate because of 
the fundamental economic variables are very strong. Reinhart 
and Rogoff (2004).

Therefore, the results  showed the long-run relationship between 
per capita GDP were determinants of real exchange and real 
exchange rate misalignment. The trade openness showed at -3.886 
negative relationships with per capita GDP growth at one percent 
level of significance. The real exchange rate was competitive levels 
and avoiding excessive volatility facilitated efforts to capitalize on 
these fundamentals. Developed countries had experience kept 
the real exchange rate at competitive levels to achieve stable 
economic growth. Also shows that high levels of exchange rate 
volatility can be disruptive to exports and investment. 

The Gross Capital formation showed 0.260 positive relationships 

with per capita GDP growth, increase the capital formation in 
domestic countries in relative to foreign countries; the domestic 
countries have increased the productivity; the people have 
employment; increase level of per capita GDP. After 1991 India’s 
liberalization brought more capital from the other countries. 
With dismantled the interest rate, capital/current account 
convertibility, devaluation of rupee. The population growth 
showed there negative sign with per capita GDP, decrease the 
population growth increase the per capita income. Altering the 
exchange rate regime allowed for a significant increase in volatility, 
the nominal exchange rate would increase relative to the foreign 
currency because fluctuation the major exchange rate over the 
world market.   

The coefficients of ECM converge to equilibrium statistically 
significant at 1% percent coefficient with a negative sign. 
According to Bannerjee et al (1998), the highly significant and 
error correction term further confirms the existence of a stable 
long-run relationship and coefficient of            were equal to 
-0.596 and imply that the deviation from the long term growth 
rate in PC corrected by 0.59% in model. In other words, the 
highly significant error correction term suggests that more than 
0.59% of disequilibrium in the previous year corrected in the 
current year for model.

5. Conclusion 

After 1991, India acquired huge capital inflows from the foreign 
countries. It has dismantled the interest rate, capital/current 
account convertibility, devaluation of rupee. The results showed 
that the population growth indicates negative sign with per capita 
GDP was decreased. Altering the exchange rate regime allowing 
significant increase volatility under market based exchange rate 
system due to major exchange rate in the world market. The 
volatility and misalignment of RER from its equilibrium level 
adversely affects the competitiveness and macroeconomic 
fundamental variable in developed and developing countries.

The study found that the REM and economic growth showed 
positive association between the variables. Further, the 
determinants of REM become important, a surge in capital flows 
lead to an increase in aggregate demand and rise in the price 
of non-traded goods that  reflected in appreciation of the real 
exchange rate. In addition, excess capital flows led to nominal 
exchange rate appreciation. Increased the external openness of 
an economy then increased, demand for imported goods and 

1−tecm
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declined for demand of non-traded goods, the results to decline in 
the prices of non-trade goods and real exchange rate depreciation. 
The results showed that the long-run relationship between per 
capita economic growth rate the prime determinants of real 
exchange and economic growth. 
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Introduction

The Securities and Exchange Board of India was established 
as an interim administrative body on 12 April 1988 by the 
Government of India.The Securities and the Exchange Board of 
India is the national regulatory body for the securities market, 
set up under the securities and Exchange Board of India Act, 
1992, to protect the interest of investors in securities and to 
promote the development of, and to regulate the securities 
market and for matters connected therewith and incidental 
too.

SEBIis regulator to control Indian capital market. Since its 
establishment in 1992, it is doing hard work for protecting 
the interests of Indian investors. SEBI gets education from 
past cheating with naive investors of India. Now, SEBI is more 
strict with those who commit frauds in capital market. 

SEBI as the watchdog of the industry has acrucial role in 
ensuring that the market participants perform their duties in 
accordance with the regulatory norms. The Stock Exchange as 
a responsible Self Regulatory Organization (SRO) functions 
to regulate the market and its prices as per the prevalent 
regulations. SEBI play complimentary roles to enhance the 
investor protection and the overall quality of the market.

The SEBI in regulating Indian capital market is very important 
because government of India can only open or take decision 
to open new stock exchangein India after getting advice 
from SEBI.If SEBI thinks that it will be against its rules and 
regulations, SEBI can ban on any stock exchange to trade in 
shares and stocks.

Its main objective was to promote orderly and healthy growth 
of securities and to provide protection to the investors. 

The Ministry of Finance of the Government of India has overall 

Esha Gupta

Abstract

Generally people make plan some part of their income to 
invest. They may invest money in bank, shares, debentures 
and mutual funds or can have insurance policy. Generally, 
higher risk is associated with investments of stock market. 
For the protection of such investors a regulatory authority 
has been established called as SEBI by the government. 
The paper shows the role of SEBI (Securities and Exchange 
Board of India) as regulatory body for the protection of 
investors’ money and the various functions performed by 
the SEBI. The Primary function of Securities and Exchange 
Board of India under the SEBI Act, 1992 is the protection 
of the investors’ interest and the healthy development of 
Indian financial markets. It is very difficult task for the 
regulators to prevent the scams, regulating and monitoring 
each and every segment of the financial markets.SEBI had 
issued new guidelines for the protection of the investors 
through the Securities and Exchange Board of India 
(Disclosure and Investor Protection) Guidelines, 2000. 

Key Words
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and Insider Trading

The Role of SEBI in Indian Capital Market

Objectives Of The Study

1. To outline the role of Securities and Exchange Board of 
India in the capital markets 

2. To know key functions of the SEBI 
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administrative control over its functions. On 30th January 
1992, it was given a statutory status through an ordinance, 
which later on was replaced by Act of Parliament known as 
Securities and Exchange Board of India Act, 1992. SEBI is 
considered as watchdog of the securities market.

Reasons for the Establishment of SEBI: 

During 1980s, there was tremendous growth in the capital 
market due to increasing participation of public. This led to 
many malpractices like Rigging of prices, unofficial premium 
on new issues, violation of rules and regulations of stock 
exchanges and listing requirements, delay in delivery of shares 
etc. by the brokers, merchant bankers, companies, investment 
consultants and others involved in the securities market. 

This resulted in many investor grievances. Because of lack of 
proper penal provision and legislation, the government and the 
stock i exchanges were not able to redress these grievances 
of the investors. This (necessitated a need for a separate 
regulatory body, and hence Securities and Exchange Board 
of India was established

Mission of SEBI

Securities & Exchange Board of India (SEBI) formed under 
the SEBI Act, 1992 with the prime objective of:

l Protecting the interests of investors in securities,

l Registering and regulating the working of stock brokers, 
sub-brokers etc.

l to promote the development of Securities Market;

l to regulate the securities market

l For matters connected therewith or incidental thereto.

l Promoting and regulating self-regulatory organizations and

l Prohibiting fraudulent and unfair trade practices calling 
for information from, undertaking inspection, conducting 
inquiries and audits of the stock exchanges, intermediaries, 
self - regulatory organizations, mutual funds and other persons 
associated Regulating, the securities market and for matters 
connected therewith or incidental.

Board Management

The Central Government has constituted a Board by the name 
of SEBI under Section 3 of SEBI Act. The head office of SEBI is 
in Mumbai. SEBI may establish offices at other places in India. 
SEBI consists of the following members, namely:-

(a) a Chairman;

(b) 2 members from amongst the officials of the Ministry of the 
Central Government dealing with Finance and administration 
of Companies Act, 1956;

(c) one member from amongst the officials of the Reserve 
Bank of India;

(d) five other members of whom at least three shall be whole 
time members to be appointed by the Central Government.

The general superintendence, direction and management 
of the affairs of SEBI vests in a Board of Members, which 
exercises all powers and do all acts and things which may be 
exercised or done by SEBI.

The Chairman and members referred to in (a) and (d) above 
shall be appointed by the Central Government and the 
members referred to in (b) and (c) shall be nominated by 
the Central Government and the Reserve Bank respectively. 
The Chairman and the other members are from amongst the 
persons of ability, integrity and standing who have shown 
capacity in dealing with problems relating to securities market 
or have special knowledge or experience of law, finance, 
economics, accountancy, administration or in any other 
discipline which, in the opinion of the Central Government, 
shall be useful to SEBI.                                                           

Functions and Powers of SEBI

Chapter IV of Act highlights the Powers and Functions of SEBI

Regulatory Functions

1. Regulation of Business in the Stock Exchanges.

2. Registration and Regulation of the Working of 
Intermediaries and Mutual Funds, Venture Capital Funds 
& Collective Investment Schemes.
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3. Prohibiting fraudulent and unfair trade practices and 
insider trading in the securities market.

4. Investor education and the training of intermediaries.

5. Inspection and inquiries.

6. Regulating substantial acquisition of shares and take-
over.

7. Performing such functions and exercising such powers 
under the provisions of the Securities Contracts 
(Regulation) Act, 1956 as may be delegated to it by The 
Central Government;

8. Levying fees or other charges for carrying out the 
purposes of this section.

Developmental Functions 

1. Promoting investors education and training of 
intermediaries.

2. Conducting research and publishing information useful 
to all market participants.

3. Promotion of fair practices and self regulatory 
organizations.

Capital Market

The capital market is a market for long–term funds both equity 
and debt-and funds raised within and outside of the country. 
The primary market refers to the long–term flow of funds 
from the surplus sector to the government and corporate 
sector(through primary issues) and to banks and non-banks 
financial intermediaries(through secondary issues). A primary 
issue of the corporate sector leads to capitalinformation.The 
secondary market is a market for outstanding securities. Unlike 
primary issues in the primary market which result in capital 
information, the secondary market facilitates only liquidity 
and marketability of outstanding debt and equity instruments.    

Capital Market in India

After the securities are issued in the primary market, they 
are traded in thesecondary market by the investors. The 

stock exchanges provide the necessary platform for trading 
in secondary market andalso for clearing and settlement. 
The securities are traded, cleared and settledwithin the 
regulatory framework prescribed by the Exchanges and the 
SEBI. Tillrecently, it was mandatory for the companies to list 
their securities on the regionalstock exchange nearest to their 
registered office, in order to provide opportunityto investors to 
investin the securities of local companies. However,following 
the withdrawal of this restriction, the companies have an 
option tochoose from any one of the existing stock exchanges 
in India to list their securities.Due to the earlier regulation 
requiring companies to get listed first at the regionalstock 
exchange, there are in all 23 exchanges operating today in 
the country.  

With the increased application of information technology, 
the trading platforms ofall the stock exchanges are accessible 
from anywhere in the country through theirtrading terminals.
However, the trading platform of NSE is also accessible 
through Internet. In a geographically widespread country 
like India, this hassignificantly expanded the reach of the 
exchanges to the homes of ordinaryinvestors. As a result of 
the initiatives taken by the Government and theRegulators, 
the market microstructure has been refined and modernized. 
The securities market moved from T+3 settlement periods to 
T+2 rollingsettlement with effect from April 1, 2003. Further, 
straight through processing hasbeen made mandatory for all 
institutional trades executed on the stock exchange.RBI to 
settle inter-bank transactions online at real time mode has also 
introduceddeal time gross settlement. These developments 
in the securities market providethe necessary impetus for 
growth and development, and thereby strengthen theemerging 
market economy in India.

Importance of Capital Market

The capital market serves a very useful purpose by pooling 
the capital resources ofthe country and making them available 
to the enterprising investors well developedcapital markets 
augment resources by attracting and lending funds on 
the globalscale.A developed capital market can solve this 
problem of paucity of funds. For anorganized capital market 
can mobilize and pool together even the small andscattered 
savings and augment the availability of investible funds. While 
the rapidgrowth of capital markets, the growth of joint stock 
business has in its turnencouraged the development of capital 
markets.A developed capital market provides a number of 
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profitable investmentopportunities for small savers

Power of SEBI in regulating Indian Capital Market

1. Power to make rules for controlling stock exchange: SEBI 
has power to make new rules for controlling stock exchange 
in India. For example, SEBI fixed the time of trading 9 AM and 
5 PM in stock market. 

2. To provide license to dealers and brokers: SEBI has power 
to provide license to dealers and brokers of capital market. 
If SEBI sees that any financial product is of capital nature, 
then SEBI can also control to that product and its dealers.

3. To check fraud in Capital Market: SEBI has many powers 
for stopping fraud in capital market. It can ban on the trading 
of those brokers who are involved in fraudulent and unfair 
trade practices relating to stock market. It can impose the 
penalties on capital market intermediaries if they involve in 
insider trading.

4. To Control the Merger, Acquisition and Takeover the 
companies: Many big companies in India want to create 
monopoly in capital market. So, these companies go for 
merging. SEBI sees whether this merger or acquisition is for 
development of business or not.

5. To audit the performance of stock market: SEBI can 
audit the performance of different Indian stock exchange 
for bringing transparency in the working of stock exchanges. 

6. To make new rules on carry - forward transactions: 
Share trading transactions carry forward cannot exceed 25% 
of broker’s total transactions. 90 days limit for carry forward.

7. To create relationship with ICAI: ICAI is the authority 
for making new auditors of companies. SEBI creates good 
relationship with ICAI for bringing more transparency in the 
auditing work of company accounts because audited financial 
statements are mirror to see the real face of company and after 
this investors can decide to invest or not to invest. 

8. Introduction of derivative contracts on Volatility Index : 
For reducing the risk of investors, SEBI has now been decided 
to permit Stock Exchanges to introduce derivative contracts 
on Volatility Index,

9. To require report of Portfolio Management Activities: 
SEBI has also power to require report of portfolio management 
to check the capital market performance. Recently, SEBI sent 
the letter to all Registered Portfolio Managers of India for 
demanding report.

10. To educate the investors: Time to time, SEBI arranges 
scheduled workshops to educate the investors. 

The Capital Market in India

Raising capital by issuing securities is one of the many 
sources of funds available to the corporations. Companies 
issue securities capital (long term funds) to meet their capital 
expenditure like modernization, expansion and diversification. 
These securities are issued directly to the retail investors as 
well as the institutions. Capital market comprises of primary 
market and secondary market. Primary market is a place for 
issuing new securities and the mechanism involved is defined 
as primary market or new issue market. The primary market, 
however, does not have any specific physical geographic 
presence unlike the secondary market. The primary issues 
can be presented in the form of public issues, right issues 
and private placement. Thus, the primary market facilitates 
capital formation by issuing securities. The funds raised thus 
are utilized by company for its capital expenditure decisions. 
The primary market facilitates investment by investors. It 
mobilizes funds for the government, corporate and financial 
institutions. The financial intermediaries like underwriters, 
brokers and financial institutions facilitate the interaction 
between the corporation issuing securities and the investors 
desirous of investing in securities. The instrument of primary 
market are equity shares, preference shares, debentures etc. 
secondary market is a second hand market for trading of 
securities already issued in the primary market.

PRIMARY MARKET

Introduction

Primary market provides opportunity to issuers of securities, 
Government as wellas corporate, to raise resources to meet 
their requirements of investment ordischarge some obligation. 
The issuers create and issue fresh securities inexchange of 
funds through public issues or as private placement. They 
mayissue the securities at face value or at a discount/premium 
and these securities maytake a variety of forms such as equity, 
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debt or some hybrid instrument. 

SEBI & PRIMARY MARKET: 

Measures undertaken by SEBI: 

A. Entry norms 

B. Promoters’ contribution 

C. Disclosure 

D. Book building 

E. Allocation of shares 

F. Market intermediaries    

Role of SEBI with respect to Public Issues:

The Securities and Exchange Board of India (SEBI) govern the 
rules, regulationsand procedures relating to public issues in 
India.Any company going public in India should get approval 
from SEBI before openingits IPO. Issuer companies lead 
managers submit the public issue prospectus toSEBI, provide 
clarification, make changes to the prospectus suggested by 
SEBIand get it approve.In simple words SEBI validate the IPO 
prospectus and make sure all thedeclaration made in this 
document are correct and also make sure that documenthas 
enough information to help investors to take decision before 
applying shares inan IPO.Primarily issues can be classified 
as a Public, Rights or preferential issues. Where public and 
rights issues involve a detailed procedure, private placements 
orpreferential issues are relatively simpler. 

Public issues can be further classified into initial Public 
offerings and furtherpublic offering. In a public offering, 
the issuer makes an offer for new investors toenter its 
shareholding family. The issuer company makes detailed 
disclosures as per the DIP guidelines in its offer document 
and offers it for subscription. Thesignificant features are 
illustrated below:

Initial Public Offering (IPO) is when an unlisted company 
makes either a freshissue of securities or an offer for sale of its 
existing securities or both for the firsttime to the public. This 
paves way for the listing and trading of the issuer’ssecurities.

A Further Public Offering (FPO) is when already listed 
company makes either afresh issue of securities to the public 
or an offer for sale to the public, though anoffer document. 
An offer for sale is such scenario is allowed only if it is made 
tosatisfy listing or continuous listing obligations.Rights Issue 
(RI)is when a listed company which proposes to issue fresh 
securitiesto its existing shareholders as on a record date. The 
rights are normally offered in aparticular ratio to the number 
of securities held prior to the issue.

SECONDARY MARKET

Introduction

Secondary market is the place for sale and purchase of existing 
securities. Itenables an investor to adjust his holdings of 
securities in response to changes in hisassessment about 
risk and return. It also enables him to sell securities for cash 
tomeet his liquidity needs. It essentially comprises of the stock 
exchanges, whichprovide platform for trading of securities and 
a host of intermediaries who assist intrading of securities and 
clearing and settlement of trades. The securities aretraded, 
cleared and settled as per prescribed regulatory framework 
under thesupervision of the Exchanges and oversight of SEBI.

Listing of Securities: -Listing means admission of securities of 
an issuer to trading privileges on a stockexchange through a 
formal agreement. The prime objective of admission todealings 
on the Exchange is to provide liquidity and marketability 
to securities, asalso to provide a mechanism for effective 
management of trading.

Stock Exchanges

According to Securities Contract Regulation Act 1956, a stock 
exchange can be defined as anybody of individuals, whether 
incorporated or not, constituted for the purpose of assisting, 
regulating or controlling the business of buying, selling and 
dealing in securities. Thus, stock exchanges are the physical 
market for trading of securities. Following are the functions:

1. It enables individual/firms to invest their surplus funds into 
stock market by purchasing specified securities at specified 
rate.

2. It enables existing security holders to liquidate their 
investment any time they wish to.
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3. It enables the business enterprises to raise money from 
market.

SEBI & SECONDARY MARKET:  Reforms in the secondary 
market: - A. Governing board B. Infrastructure C. Settlement 
& clearing D. Debt market E. Price stabilization F. Delisting 
G. Brokers H. Insider Trading

Governing board 
1. Brokers and non-brokers representation made 50:50 

2. 60% of brokers in arbitration, disciplinary & default 
committees 

3. for trading members 40% representation– 

Infrastructure 
On-line screen based trading terminals

Settlement & clearing
1. Weekly settlements 

2. Auctions for non-delivered shares within 80 days of 
settlement 

3. Advice to set up clearing houses, clearing corporation or 
settlement guarantee fund. 

4. Warehousing facilities permitted by SEBI.

PERFECTIONS IN THE CAPITAL MARKET

An efficient capital market is the market in which the current 
market price of securities reflects all available information. 
No single investor can beat the market. Securities generate 
returns just equal to their risk adjusted rate. Weak forms of 
efficiency theory suggest that one cannot beat the market 
by knowing historical prices. Semi strong forms of efficiency 
suggest that one cannot consistently beat the market using 
publicly available information. No single investor can beat the 
market with the help of the information which is available to 
all. Strong form of the efficiency states that no information of 
any kind can be used to beat the market. Empirical evidence 
suggests that this form of efficiency cannot exist. Only higher 
advanced economies show fairly efficient capital market. The 
rest are imperfect capital markets.

The following features define the perfect capital market:

l There are no entry barriers.

l There are a large number of buyers and sellers.

l There are no transaction costs

l There is no tax difference on earnings.

l There is free trading concept.

l Information is freely available to all.

l No investor/member/dealer can outperform the market.

l No security is either overvalues or undervalued in the 
market.

l The current share price of any given company at any point 
of time is fair and reasonable.

l Investor’s activities are logical and investors are rational 
in their approach.

Reasons for Establishment of SEBI: 

With the growth in the dealings of stock markets, lot of 
malpractices also started in stock markets such as price 
rigging, ‘unofficial premium on new issue, and delay in 
delivery of shares, violation of rules and regulations of stock 
exchange and listing requirements. Due to these malpractices 
the customers started losing confidence and faith in the 
stock exchange. So government of India decided to set up 
an agency or regulatory body known as Securities Exchange 
Board of India (SEBI).

ADVANTAGES OF SEBI

A. It promotes healthy and orderly growth of securities market 
and protects investors. 

B. It helps in maintaining stedy flow of savings into capital 
market. 

C. It helps in regulating security market and ensures fair 
practice by issuers to help them raise resources at minimum 
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cost. 

D. It promotes efficient services by brokers, merchant bankers 
and other intermediaries to make them professional and 
competitive. 

E. It helps and contributes in promoting investor 
education, training of intermediaries and it conducts 
research and provides information to market participants.  
F. SEBI operated to develop the capital market. 

LIMITATIONS OF SEBI

A. No dent on price manipulation. 

B. Poor rate of conviction and very few cases of exemplary 
penal action. 

C. No due process for framing/changing regulations. 

D. Waking up to trouble spots too late in the day. 

E. Turning a blind eye in bullish market. 

F. Implementation of existing disclosure norms inadequate. 

G. No warning on US-64, MIPs, collective investment and 
finance schemes 

H. Regulatory bias towards corporate sector and large 
investors. 

I. Indications of extraneous pressures, including government. 

J. No disclosure norms for mergers, demergers, and asset 
sell-offs inter-corporate transactions.    

SEBI (STOCK BROKERS & SUB-BROKERS) 
REGULATIONS, 1992

In terms of regulation 2(g), “small investor”means any investor 
buying or selling securities on a cash transaction for a market 
value not exceeding rupees fifty thousand in aggregate on any 
day as shown in a contract note issued by the stock-broker.

 Registrationof Stock Broker                                                        
A stock broker applies in the prescribed format for grant of 

a certificate through the stock Exchange or stock exchanges, 
as the case may be, of which he is admitted as a member 
(Regulation 3). The stock exchange forwards the application 
form to SEBI as early as possible as but not later than thirty 
days from the date of its receipt.

SEBI takes into account for considering the grant of a 
certificate all matters relating to buying, selling, or dealing 
in securities and in particular the following, namely, whether 
the stock broker:

(a) is eligible to be admitted as a member of a stock exchange,

(b) Has the necessary infrastructure like adequate office 
space, equipment and man power to effectively discharge 
his activities,

(c) Has any past experience in the business of buying, selling 
or dealing in securities,

(d) is subjected to disciplinary proceedings under the rules, 
regulations and bye-laws of a stock exchange with respect to 
his business as a stockbroker involving either himself or any 
of his partners, directors or employees, and

(e) Is a fit and proper person. 

SEBI on being satisfied that the stock-broker is eligible, grants 
a certificate to the stock-broker and sends intimation to that 
effect to the stock exchange or stock exchanges, as the case 
may be. Where an application for grant of a certificate does 
not fulfill the requirements, SEBI may reject the application 
after giving a reasonable opportunity of being heard.

Registration of Sub-Broker
An application by a sub-broker for the grant of a certificate 
is made in the prescribed format accompanied by a 
recommendation letter from a stockbroker of a recognized 
stock exchange with who he is to be affiliated along with two 
references including one from his banker (Regulation 11A). 
The application form is submitted to the stock exchange of 
which the stockbroker with whom he is to be affiliated is a 
member. The eligibility criteria for registration as a sub-broker 
are as follows:

(i)In the case of an individual:
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(a)The applicant is not less than 21 years of age,

(b)The applicant has not been convicted of any offence 
involving fraud or dishonesty,

(c) The applicant has at least passed 12th standard 
equivalent examination from an institution recognized 
by the Government, and Provided that SEBI may relax 
the educational qualifications on merits having regard 
to the applicant’s experience.

(d)The applicant is a fit and proper person.

(ii) In the case of partnership firm or a body corporate the 
partners or directors, as the case may be, shall comply with 
the following requirements:

(a)The applicant is not less than 21 years of age,

(b)The applicant has not been convicted of any offence 
involving fraud or dishonesty,

(c)The applicant has at least passed 12th standard 
equivalent examination from an institution recognized 
by the Government. Provided that SEBI may relax the 
educational qualifications on merits having regard to the 
applicant’s experience.

The stock exchange on receipt of an application, verifies the 
information contained therein and certifies that the applicant 
is eligible for registration. The stock exchange forwards the 
application form of such applicants who comply with all the 
requirements specified in the Regulations to SEBI as early as 
possible, but not later than thirty days from the date of its 
receipt. SEBI on being satisfied that the sub-broker is eligible, 
grants a certificate to the sub-broker and sends intimation 
to that effect to the stock exchange or stock Exchanges as 
the case may be. SEBI grants a certificate of registration to 
the appellant subject to the terms and conditions. Where an 
application does not fulfil the requirements, SEBI may reject 
the application after giving a reasonable opportunity of being 
heard. The sub-broker shall -

(a) pay the fees as specified in Schedule III,

(b) abide by the Code of Conduct specified in Schedule II,

(c) enter into an agreement with the stock-broker for 
specifying the scope of his authority and responsibilities.

(d) comply with the rules, regulations and bye-laws of the 
stock exchange.

(e) not be affiliated to more than one stock broker of one 
stock exchange.                                                       

SEBI (PROHIBITION OF INSIDER TRADING) 
REGULATIONS, 1992

Insider trading is prohibited and is considered an offence vide 
SEBI (Insider Trading) Regulations, 1992. The definitions of 
some of the important terms are given below:

“Dealing in securities”means an act of subscribing, buying, 
selling or agreeing to subscribe, buy, sell or deal in any 
securities by any person either as principal or agent.

“Insider”means any person who, is or was connected with 
the company or is deemed to have been connected with the 
company, and who is reasonably expected to have access to 
unpublished price sensitive information in respect of securities 
of a company, or who has received or has had access to such 
unpublished price sensitive information.

“Connected Person” means any person who-

(i) is a director, as defined in clause (13) of section 2 of the 
Companies Act, 1956 of a company, or is deemed to be 
a director of that company by virtue of sub-clause (10) 
of section 307 of that Act, or 

(ii) Occupies the position as an officer or an employee of 
the company or holds a position involving a professional 
or business relationship between himself and the 
company whether temporary or permanent and who may 
reasonably be expected to have an access to unpublished 
price sensitive information in relation to that company.

“Price sensitive information” means any information 
which relates directly or indirectly to a company and which 
if published is likely to materially affect the price of securities 
of that company. The following shall be deemed to be price 
sensitive information: -
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(i) periodical financial results of the company;

(ii) intended declaration of dividends (both interim and 
final);

(iii) issue of securities or buy-back of securities;

(iv) any major expansion plans or execution of new projects;

(v) amalgamation, mergers or takeovers;

(vi) disposal of the whole or substantial part of the 
undertaking;

(vii) any significant changes in policies, plans or operations 
of the company.

Unpublished means information which is not published by the 
company or its agents and is not specific in nature. Speculative 
reports in print or electronic media shall not be considered 
as published information. 

Prohibition on dealing, communicating or counsel-
ling (Regulation 3)            

 No insider shall

1. either on his own behalf or on behalf of any other 
person, deal in securities of a company listed on any 
stock exchange when in possession of any unpublished 
price sensitive information;

2. Communicate, counsel or procure, directly or indirectly, 
any unpublished price sensitive information to any 
person who while in possession of such unpublished 
price sensitive information shall not deal in securities; 
Provided that nothing contained above shall be applied.

Conclusion

On the basis paper, we can say that SEBI play crucial role in 
the development of capital market. Government has set up 
a regulatory authority in order to protect the interest of the 
shareholder and for the smooth working of the capital market. 
SEBI introduced the regulations for primary and secondary 
market intermediaries, bringing them with in its regulatory 

framework. Reforms by SEBI in the primary market included 
improved disclosure standards, introduction to the prudential 
norms and simplification of issue procedure.
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Introduction

The implied volatility index is the new measure of stock 
market volatility and measure of investor fear on the market 
performance. The India’s first volatility index published in 
November, 2007 and also known as Nifty volatility index 
symbolically named as NVIX is constructed in similar fashion 
of the CBOE’s volatility index. The NVIX is the model-free 
implied volatility index based on the highly liquid options 
based volatility index. The implied volatility index does not 
depend on any classical asset pricing model, and is derived 
from the series of in-the-money and out-of-the-money Nifty 
index options of cycle one month expiration. Hence, NVIX 
is the forward looking market expectation of Nifty stocks’ 
volatility and measure of fear of investors for the near future. 
The Nifty volatility index is expressed in percentage term and 
is different from the traditional stock based indices. As NVIX 
is the stock markets’ volatility index of horizon of 30 calendar 
day, Nifty index and NVIX are negatively associated.

The importance of implied volatility index increases day-by-day 
among the market participants, analysts, financial institutions 
and policy makers, the reason behind is that investors can 
predict the trend of market in the near future. The National 
Stock Exchange (NSE) of India limited regularly quotes the 
price of implied volatility for the underlying CNX Nifty equity 
index options and this is regularly published by the financial 
press.

This study examines the seasonal anomalies in the volatility 
index also known as Investors’ fear-gauge-index. Unlike the 
anomalies reported for the stock indices, we also document 

Abstract

This study examines the seasonal anomalies in the 
volatility index also known as Investors’ fear-gauge-index. 
Unlike the anomalies reported for the stock indices, we 
also document presence of pronounced day-of-the-week, 
options expiration and month-of-the-year anomalies for 
the implied volatility index. The sample consists of daily 
closing values of India VIX ranging from November, 2007 
to October, 2013. We employ the dummy ordinary least 
squares (DOLS) in a conditional volatility framework to 
analyze the various seasonal anomalies prevailing in the 
Indian securities market. The novel aspect of the work is 
that we examine volatility index that is associated with 
investors’’ fear and stock returns, and provide some insights 
on the application of EGARCH vs. GARCH model to analyze 
the information asymmetry.  The empirical results show 
that Monday effect is present in the Indian securities 
market followed by options expiration effect and October 
and December effects. The practical implications of these 
anomalies hold importance to the informed trader, signal 
towards the market efficiency and abnormal capital gain 
resulting out of stylized patters of implied volatility. 
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presence of pronounced day-of-the-week, options expiration 
and month-of-the-year anomalies for the implied volatility 
index. The sample consists of daily closing values of India VIX 
ranging from November, 2007 to October, 2013. We employ 
the dummy ordinary least squares (DOLS) in a conditional 
volatility framework to analyze the various seasonal anomalies 
prevailing in the Indian securities market. The novel aspect of 
the work is that we examine volatility index that is associated 
with investors’’ fear and stock returns, and provide some 
insights on the application of EGARCH vs. GARCH model to 
analyze the information asymmetry.  The empirical results 
show that Monday effect is present in the Indian securities 
market followed by options expiration effect and October 
and December effects. The practical implications of these 
anomalies hold importance to the informed trader, signal 
towards the market efficiency and abnormal capital gain 
resulting out of stylized patters of implied volatility. 

Review of recent studies

The aim of the study is to analyze the implied volatility index 
in form of day-of-the-week, month-of-the-year and option 
expiration cycle effects. 

The formal studies of seasonal anomalies are conducted by 
Schwert (1989; 1990), French (1980), Gibbons and Hess (1981), 
Keim and Stambaugh (1984) and Fleming et al. (1995). These 
studies well document the seasonality of stock index returns 
and conclude the presence of seasonal anomalies. 

Some of the earlier studies like Cross (1973), Jaffe and 
Westerfield (1985), Aggarwal and Rivoli (1989) Lakonishok 
and Levi (1982) and Balaban et al. (2001) analyze the day-
of-the-week effects and their empirical results has shown 
Monday and Friday effects. Particularly, these studies report 
significant negative returns on Monday, and Friday returns 
remain highest as compare to other days.

The month of the year anomalies found in the works of Rozeff 
and Kinney (1976), Gultekin and  Gultekin (1983), Keim (1983), 
Jones et.al. (1987) Ariel (1987) and Tong (1992) and Pandey 

(2002), the January effect happens due to several reasons 
indentified like, it occurs due to tax-motivated transaction, 
market participants intends to reduce their tax expenses by 
closing their bad positions, returns realized on small and 
large firms. Moreover, the literature evidences on the day-
of-the-week and options expiration effects are come up in 
the studies (e.g. Fleming et al. 1995; Dowling, Muthuswamy 
2005 and Frijns et al. 2010) 

More recently, Fleming et al. (1995) describes how implied 
volatility index has been calculated, moreover they explain 
the behaviour of implied volatility over seven years of period 
in the form of day-of-week and on the options expiration. 
Their study strongly suggests the presence of seasonality 
and inter-temporal relation between implied volatility and 
stock index returns. In particular, they find an inverse and 
asymmetric relation among future stock market volatility 
and stock returns. 

Dowling and Muthuswamy (2005) examine the properties 
of Australian implied volatility index (AVIX) in the form of 
seasonality and the information content of AVIX as the 
predictor of future volatility. They find strong seasonal 
anomalies and contemporaneous asymmetric relation between 
AVIX and stock returns. Similarly, 

Frijns et al. (2010) revisits the study of Dowling and 
Muthuswamy (2005) and supports the previous work for 
the more recent period from 2002 to 2006. A great amount 
of literature we have been explored in the previous paragraph 
but very limited studies are based on the seasonal anomalies 
of implied volatility index, hence, this study is an attempt in 
this route.

Data description and model building 

We explore the seasonal anomalies in the Indian securities 
market in the form of Nifty volatility index. Hence, we procure 
the data on NVIX from NSE for the period of November, 2007 
to October, 2013. The dataset consist of daily closing values of 
NVIX. The descriptive statistics of NVIX is presented in Table 1.
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Table 1 Summary statistics of NVIX

India VIX close VIX change

Mean Max. Min. S.D. Mean S.D. Numbers

D
ay

-o
f –

th
e-

w
ee

k

Monday 27.59 85.13 13.04 11.48 0.6126 3.77 298

Tuesday 27.37 70.27 13.27 11.08 -0.1173 2.97 301

Wednesday 27.57 70.62 13.32 10.81 -0.2661 2.78 296

Thursday 26.46 69.26 13.07 10.08 -0.1543 1.96 292

Friday 26.96 83.71 13.23 10.94 -0.1376 2.73 300

O
pt

io
ns

-e
xp

ira
tio

n

-2 Days 28.07 64.66 13.04 11.63 -0.4794 3.69 144

-1 Day 27.92 60.84 13.71 11.15 -0.5794 3.18 72

Expi ‘O’ 26.90 65.55 13.52 10.76 -0.8878 2.59 72

+1 Day 26.29 64.46 13.63 9.89 -0.7265 2.16 72

+2 Days 26.56 67.5 13.63 10.46 -0.0974 2.73 144

M
on

th
-o

f-t
he

-y
ea

r

January 26.91 54.41 13.23 11.16 0.2111 2.30 127

February 29.79 50.65 13.76 10.24 -0.0695 2.22 120

March 25.90 44.44 13.07 8.23 -0.1202 1.94 122

April 25.50 57.88 13.88 10.86 -0.0846 2.24 115

May 27.64 83.71 15.55 11.98 0.0616 5.31 128

June 26.61 62.05 16.73 9.41 -0.0192 2.92 128

July 25.55 61.73 16.01 10.02 0.0128 3.22 134

August 26.71 63.58 15.64 9.69 0.0230 3.71 125

September 26.38 39.56 14.76 6.78 0.0392 1.58 123

October 27.27 70.27 13.04 12.14 0.0947 2.78 122

November 31.02 85.13 13.66 16.08 -0.0843 2.96 120

December 27.27 55.26 13.63 10.64 -0.2271 1.56 124
Source: authors’ calculation
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Table 1 summarizes the NVIX in the form of its closing values 
and change. Starting with the descriptive measures calculated 
based on the day-of-the-week, the highest mean appear 
27.59% for Monday, and NVIX to be reported maximum 
on Monday. The descriptive statistics also supports the 
Monday positive effects in the Indian securities market. 
The similar kind of results noted in case of first different 
of NVIX.  On the options expiration day, the mean NVIX  
in change is -0.89, this indicate that on the day of options 
expiration volatility of the market falls by about 89 point 
basis with standard deviation of 2.59. On the counter part 
of other months the descriptive measures of each month 
shows that in the month of November the average NVIX was 
31.02 percent with highest standard deviation of 2.96. To 
model these kinds of market anomalies following empirical 
strategy has been adopted.

To examine the various anomalies following dummy OLS 
model have been employed.

∆ NVIXt  = ∑5
i=1δi Dit  + γ∆NVIXt-1 + et   

(1)

Where ∆ NVIXt =   NVIXt - NVIXt-1 ; i = Monday, Tuesday, 
Wednesday, Thursday, Friday
Here , Djt   = 1, if Monday,
  = 0, otherwise

Implied volatility is calculated based on the options with 
one month of expiration cycle and it is the expectation 
of near future. The options on Nifty index expires on the 
last Thursday of the respective months, Nifty options are 
European style and cash settled. Hence, an attempt has been 
made to show that how NVIX behaves surround Thursday, 
the day of expiration of the respective one month contract. 
The eq. (1) is modified as

∆ NVIXt  = ∑2
j=-2φj Djt + γ∆ NVIXt-1 + et  (2)

Where j = -2, -1, 0, +1, +2
         Djt = 1 if the day is last Thursday of the respective months
 = 0, otherwise 

Moreover, to analyze the month of the year effect on implied 
volatility index following regression specification is used.

∆ NVIXt  = ∑12
k=1πk Dkt + γ∆ NVIXt-1+ et (3) 

Dkt = 1 if January
        = 0, otherwise, like wise all the moth dummies are 
included.

If NVIX possess the market anomalies, then the estimated 
slopes  and   and  should be different from zero and 
statistically significant.

The empirical model is estimated in the form of OLS and 
GARCH(1,1) framework. The rational and justification of 
application of simple OLS is that we investigate seasonal 
anomalies of volatility index, and there are good number of 
studies e.g. Fleming et al. (1995),   Dowling and Muthuswamy 
(2005)  and Frijns et al. (2010), they employed OLS model 
to examines the asymmetry of two indices, day-of-the-week 
effect and options expiration effects. In addition, we reported 
the Box-pierce Q-statistics (12) to test the null hypothesis of 
no autocorrelation in the residual. Moreover, we reported 
the diagnostic test of EGARCH vs GARCH model using the 
test proposed by Engle and Ng (1993).

4. Empirical results and discussion

Starting with the Table 2, reports the regression output of 
day-of-the-week effect on implied volatility index. It is evident 
from the table that Monday effect is at play. The slope of the 
Monday dummy appears to be 0.63 and positive statistically 
significant. The rest of the dummies to be appear negative 
but not statistically significant. But, when we estimate in the 
conditional volatility framework using GARCH (1,1) model, the 
slope of Monday (0.43), and Tuesday(-0.20), Thursday(-0.12), 
and Friday(-0.14) estimated to be statically significant. Based 
on the OLS results one can say that Monday effect is found 
in the Indian security market unlike the Monday effect seen 
in case of stock indices. The positive Monday effect signifies 
that NVIX rises by 63 point basis when the market opens after 
two days gape. Moreover, in the rest of the days, volatility 
remains normal and falls in the subsequent trading days. 
Looking at the GARCH (1,1) results apart from the Monday 
effect we can observe Tuesday, Thursday and Friday effects 
on India volatility index. The negative significant slope 
signifies that after Monday volatility falls significantly on the 
other trading day. The plausible reason might be that during 
the trading days options are quite enough to incorporate 
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the market wide information that is reflected in the investors’ sentiment index. 

Table 2 OLS estimation for day of the week effect

Regression Model OLS GARCH (1,1)

Variables Estimate p -value of t-stat Estimate p -value of t-stat

δMonday 0.6274 0.000 0.4289 0.000

δTuesday -0.1541 0.349 -0.2006 0.002

δWednesday -0.2343 0.157 0.0398 0.539

δThursday -0.1631 0.326 -0.1166 0.093

δFriday -0.1342 0.411 -0.1367 0.055

γ∆IVIXt-1 -0.3191 0.000 -0.1256 0.001

θARCH 0.2790 0.001

θGARCH 0.7944 0.000

LL -2896.81

Q-stat(12) 19.31 0.0813

Q2-stat(12) 5.37 0.865

Diagnostic test (EGARCH vs. GARCH)

t-test t-stat p-value

Sign Bias 0.15 0.878

Negative Size 0.44 0.661

Positive Size 0.91 0.364

Joint Test 1.16 0.763

Source: authors’ calculation

Table 3 report the behavior of NVIX surrounding the options expiration. The OLS results show that on the day of expiration 
expected stock market volatility falls by 85 point basis, and surround the day of expiration no significant movement noticed. 
The GARCH (1,1) model explains that on the very next day of expiration the volatility of market falls significantly by 65 point 
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basis and on the second day it rises by 32 point basis. 

Table 3 OLS estimation on options expiration

Regression Model OLS GARCH (1,1)

Variables Estimate p -value of t-stat Estimate p -value of t-stat

φ2 days -0.1603 0.616 -0.2237 0.128

φ1 day -0.4938 0.355 0.2581 0.241

φexp'O' -0.8582 0.012 -0.5546 0.000

φ+1 day  -1.2909 0.017 -0.6477 0.004

φ+2 days 0.5511 0.091 0.3170 0.020

γ∆IVIXt-1 -0.3256 0.000 -0.1648 0.000

θARCH 0.2472 0.000

θGARCH 0.8152 0.000

LL -2901.78

Q-stat(12) 13.31 0.273

Q2-stat(12) 4.36 0.929

Diagnostic test (EGARCH vs. GARCH)

t-test t-stat p-value

Sign Bias 0.24 0.811

Negative Size 0.36 0.718

Positive Size 0.41 0.681

Joint Test 0.68 0.879

Source: authors’ calculation

The month of the year effect is reported in Table 4, the OLS output shows that during January, July, August, September 
and October the volatility remain positive but not significantly rising. In addition, during February, March, April, May and 
June the NVIX falls but not at the quick rate. The GARCH (1,1) output explain that October and December month show the 
significant negative impact on investors’ sentiment index. This signifies that during October and December there is a flow of 
good news in the India securities market, that yield positive return on the underlying index. The volatility feedback effect in 
form of positive returns generate the bullish rally in the market that result in to the fall of options prices, consequently the 
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volatility also goes downs.

Table 4 OLS estimation based on Month of the year

Regression Model OLS GARCH (1,1)

Variables Estimate p -value of t-stat Estimate p -value of t-stat

πJan 0.2243 0.233 0.0199 0.744

πFeb -0.0660 0.733 0.0728 0.472

πMar -0.1413 0.462 -0.1303 0.263

πApr -0.0542 0.784 -0.0670 0.525

πMay 0.0672 0.720 0.1080 0.233

πJun -0.0349 0.852 -0.0329 0.709

πJul 0.0213 0.907 -0.0524 0.455

πAug 0.0113 0.952 0.0280 0.646

πSep 0.0299 0.876 -0.0399 0.700

πOct 0.1039 0.588 -0.1667 0.020

πNov -0.0828 0.669 -0.0420 0.710

πDec -0.2311 0.225 -0.1394 0.041

γ∆IVIXt-1 -0.3188 0.000 -0.1119 0.000

θARCH 0.2160 0.084

θGARCH 0.8208 0.000

LL -2764.34

Q-stat(12) 17.25 0.100

Q2-stat(12) 5.05 0.887

Diagnostic test (EGARCH vs. GARCH)

t-test t-stat p-value

Sign Bias 0.33 0.739

Negative Size 0.00 0.997

Positive Size 1.35 0.178

Joint Test 1.85 0.604
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Source: authors’ calculation

5. Conclusion and policy implications 

The study examined the various market anomalies that 
prevailing in the Indian securities market. We modeled the 
market anomalies using the dummy regression model and 
conditional volatility framework. The study uncovers that 
day-of-the-week, options-expiration and month-of-the-year 
effects are at play in the Indian security market in the form of 
volatility index. The study confirms the outcome in line with the 
studies conducted for the stock indices. The empirical results 
show that Monday effect is present in the Indian securities 
market followed by options expiration effect and October 
and December effects. The practical/policy implications of 
these anomalies hold importance to the informed trader, 
signal towards the market efficiency and abnormal capital 
gain resulting out of stylized patters of implied volatility. 
The present study can be extended based on intra-day high 
frequency data points and other deterministic patterns can 
be identified.
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