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Foreword

I am in high spirits to bring forth the Research Bulletin, Volume-41, No. I,
October 2015 issue of The Institute of Cost Accountants of India. | believe this
volume will irrefutably enrich the thought process of the readers and
prospective researchers in the fields of economics, management and
accounting.

Microfinance Institutions (MFIs) intends to accomplish a dual mission —
financial sustainability and affirmative social impact on the urban and rural
poor communities that they serve. MFIs are on a path towards growth,
profitability and sustainability. Both the function and activities of “internal
audits” and “internal controls” are mitigation strategies for operating risks in
MFIs that seek to prevent problems, institutional loss and may meet external
regulatory requirements for MFls. The CMAs can assist management to
monitor the implementation of internal control system and even act as an
Internal Auditor to detect problems before they become large and
destructive to build the MFI's capacity to deliver its products and services
sustainably to the community.

The bulletin comprises of comprehensively researched topics on a variety of
segments of the Indian Economy authored by researchers, academicians
and professors.

I wish the readers would love to go through them.

CMAP.V.Bhattad
President
The Institute of Cost Accountants of India






Chairman's Communiqué

| feel privileged to place before you the Research Bulletin, Vol.41, No.lll,
October issue of the Institute. Our Research Bulletin mainly emphasizes on
empirical research articles and has wide readers from the fields of
academics, research, corporate houses and practitioners.

| take this opportunity to express my appreciation for my fellow members of
the Research, Innovation and IT Committee, esteemed members of the
Review Board, the eminent contributors and the entire research team of the
Institute for their earnest effort to publish this volume on time.

The present volume of the Research Bulletin contains varied issues of interest,
like Stock Market, R & D Costs, Audit Committee, Internal Control, Capital
Structure, Economic Empowerment, Human Resource Valuation, Financial
Inclusion, efc.

| welcome the readers to tender their valuable feedback ftowards
enrichment of Research Bulletin.

Suggestions for development of this Bulletin shall be highly cherished.

CMA Avijit Goswami
Chairman, Research, Journal & ITCommittee
The Institute of Cost Accountants of India






Editor’'s Note

Greetings!

It is our pleasure to bring out the current volume of the Research Bulletin,
Vol.41 No.lll, October, 2015issue, an offering of the Directorate of Research &
Journal of the Institute. We publish both theme based and non theme based
arficles on the contemporary issues. Inputs are mainly received both from
academicians and the corporate stalwarts. Our attemptis to draw interest to
the vitality in environmental, social, economical and market-related issues,
so that the researchers and decision-makers can explore the surroundings,
become familiar fo the change in an effective manner and can take
decisions consciously.

We are exiremely happy to convey that our next issue of Research Bullefin,
Vol.41, No. IV January, 2016 will be based on the theme “MSMEs - Making in
India” which would be a collaborative publication in association with
Entrepreneurship Development Institute of India, Gujarat.

We look forward to constructive feedback from our readers on the articles
and overall development of the Research Bulletin. Please send your mails at
research.bulletin@icmai.in. We thank all the conftributors and reviewers of
thisimportantissue and hope ourreaders enjoy the arficles.

CMA (Dr.) Debaprosanna Nandy
Director (Research & Journal) & Editor
The Institute of Cost Accountants of India
rnj.dpnandy@icmai.in
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An Overview of Literature on Stock Market

Anomalies

Abstract

The journey of this research
endeavor started with a vision to
assimilate the extant literafure on
stock market anomalies. The widely
scaftered concepts were aftemp-
ted fo bring together to create a
holistic canvas and fo understand
the expedition of the discipline. The
primary objective behind this effort
was fo appreciate the classical
theories, understand how the
neoclassical theories came into
existence and further to recognize
the possible research lacunas which
need to be addressed for develop-
ment of a robust contemporary
theory. The review consists of 50
research papers distributed on the
basis of theme and chronology. The
different anomaly situations were
identified and classified under major
heads. Based on the review some
critical observations are indicated
and a two-dimension plot-mafrix
was consfructed to understand the
time line of literature developmentin
this domain.

Key Words

Stock Market, Stock Market Anoma-
lies, Efficient Market Hypothesis
(EMH)

Parimal Kr. Sen

Debojyoti Das

Infroduction

i The extensive research literature and
i empirical findings of different stock
i market anomalies are excessively
i convincing and its influence cannot be
! blatantly negated by simply referring it
as momentary mispricing according to
i the Efficient Market Hypothesis (EMH). A
i comprehensive analysis of the stock
i market data using pertinent methodolo-
i gies can gauge the exceptions to the
i existing theories, which further necessi-
i tates for development of a contempo-
rary andimpending theory.

EThe theorization of pricing of capital
i assets can be principally catalogued in
i four categories. The first school of
i thought advocates random walk theory
 which argues that the movements of
stock prices are randomly distributed. It
i implies that there would be no auto-
i correlation in stock prices. The theore-
 fical extension of Random Walk Model
{ (RMW) is EMH. EMH outlines a more
i logical reasoning in understanding the
: asset pricing in light of informational
i efficiency. In an informationally efficient
EmorkeT, current prices quickly absorb
i information and hence such mechao-
i nism does not provide scope for an
tinvestor to make abnormal

returns

Volume 41, No. I11, October 2015
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(Foma 1970).

The second school of thought support
fundamental analysis which proclaims
that market prices of stocks are fairly
exhibiting the true intrinsic value of the
stock. According fo the proposition of
the fundamental analysts the perfor-
mance of economy, industry and firm
are significant deferminants of stock
prices. Thus, itis essential for the investors
to understand and react in accor-
dance with the dynamics of micro and
macro variables. In other words, the

likelihood of market imperfections or
anomalies would be minimal as
investors will have open access to
relevant information and they are also
capable to make decisions rationally.

The third school of thought is technical
analysis which proposes that the stock
prices will always follow a trend that can
be estimated beforehand. It uses
sophisticated tools and techniques for
market data analysis. It also considers
the behavioral aspects while making
the financial decision.

The fourth school of thought contends
the chaos theory, which is a mathe-
matical concept, suggests it is possible
to derive random results out of normall

equation. In the domain of finance it :

i The fundamental issue concerning the
i market anomalies is whether it is a long-
i ferm stable phenomenon based on
f which investment strategies can be
i framed or just a matter of temporary
{ unique asset mispricing. The EMH opines
f that in the short-run there might exists
i market imperfections but in the long-run
i the all imperfections will be ruled out
i conforming fo the maxims of perfectly
efficient market. The efficiency of the

means the movements of stock prices
are too complex to predict. They move
in azigzagway.

The brief overview of above-mentioned
thoughts provides a premise to discuss
which theory applies to the reallife stock
market. However, it is prudent to
consider a complementing relationship
among them as all of them are backed
by empirical evidences.

Volume 41, No. I11, October 2015

{A market anomaly
i inefficiency) is a situation of distortion in
i price or rate of return of stocks on a
: financial
i contradict the axioms of the EMH. A
market anomaly usually caused by: (i)
i structural factors (unfair competition,
ilack of market transparency and
i regulations), (i) behavioral biases or
firrational or impulsive actions of the
i economic agents and (i) Calendar and
: other effects.

fundamental analysts believe that the

{ The semi-strong form of efficiency holds
that the all publicly available information
iis readily absorbed in the stock prices
: and therefore an investor could not eamn
i abnormal
i generate more return is by taking
additional risks, as a positive relationship
i between risk and return is expected to
i exist. However, the empirical findings
i have reflected inconsistencies in the
i theory of semi-strong form of efficiency.
i The further researches in this domain
i have acknowledged that there prevail
i imperfections in the market that distort
the investor from incorporating the
i relevant information at relevant time.

Stock Market Anomalies

(or market

market and assumed fo

returns. The only way to

iSuch imperfections were broadly
EidenTified as the 'stock market
i anomalies’.



markets cannot be guaranteed for

expertise in detecting the market
anomalies and arbitrage opportunities
will not be able to generate abnormal
returns due to sporadic nature of such
anomalies i.e. occurring at irregular
infervals, scattered or isolated. The
short-term asset mispricing does exist,
and according to EMH, it isimpossible to
identify.

Types of Stock Market Anomalies

The market anomalies are a compre-

hensive and vast area. All types of
anomalies cannot be documented
i Methodology Adopted

them can be sub-divided according to

i The following is the methodological
i fechnique applied to conduct the
: study:

given constraints. However, some of

their very nature and unique charac-
teristic features. They are categorized in
Table 1.1.

In table 1.1 as represented six major

anomaly states. To limit the scope of the
study only these anomalies are dealt
with. A comprehensive review of
research literature is discussed in the
subsequent chapters which is also the
objective of the present study.

Basic Aim ofthe Study

The study is aimed at performing a

comprehensive and critical review of

i Selection of Papers
genesis of the problem and the

i The reviewed literature consists of both
i seminal and recent papers. The papers
have beenretrieved on the subject from
ithe journal
i databases using keywords: Stock
i Market Anomalies,

literature on the subject focusing on the

research approaches adopted by
researchers to counter such research
problems. It further attempts to identify
the areasin the domain which are more
explored and the areas which require
further attention.

ESEARCH BULLETIN

. Motivation ofthe Study

short-run. Even then an investor who has

i The subject-matter of stock market
anomaly is a body of vast and extant
i literature. There are extensive research
i efforts and empirical findings to validate
Lits existence in real life scenario. The
iresearch works are carried out on
i discrete sub-topics which are available
£ in widely fragmented form. Thus to look
i at the holistic picture all scattered
i pieces should be joined together. So
i that the present status of the subject
i domain can be appraised and the need
i for a future study if realized can be

carried out further.

i Selection of Journals

anomalies heads covers around 33

i To review the papers of conceptual
i relevance SCI/SSCI Indexed journals in
: the domain of finance and allied areas s
i selected. To cover some important
i phenomena and dynamics
i national and international) few other
i journals were also taken into conside-

(both

iration. A detailed list of journals
i considered for the study is presented as
i below:

and research paper

Month Effect,

Volume 41, No. I11, October 2015
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Table 2.1: List of Journals Referred

SCI/SSCI Indexed Journals No. of Papers Paper Code*
American Economic Review 1 21
Emerging Markets Review 2 36, 43
European Financial Management 1 24
Financial Analysts Journal 2 2,23
International Review of Financial Analysis 3 25,28, 39
13,15, 16,19, 26,
Journal of Banking & Finance 6 37
Journal of Economic Psychology 1 35
Journal of Empirical Finance 3 31, 32, 40
1,10,11,17,18,
Journal of Finance 6 20
3.4,5,6,7,8,9,
Journal of Financial Economics 9 12, 47
Journal of International Money and Finance 2 22,29
Pacific-Basin Finance Journal 1 33
Review of Financial Studies 1 14
Vikalpa 1 27
Total 39
Others No. of Papers|Paper Code*
[IMS Journal of Management Science 1 34
International Journal of Economics and Finance 1 4]
International Journal of Emerging Markets 1 30
International Journal of Management & Business Studies 1 38
Journal of Behavioral and Experimental Finance 1 49
MDI Vision 1 45
Perspectives on Financial Markets & Systems 1 44
Research Bulletin 1 50
The British Accounting Review 1 42
The Quarterly Review of Economics and Finance 2 46, 48
Total 1

*The papers reviewed has been distributed chronologically and coded

accordingly from 1to 50. (Refer Appendix 1)

Source: Compiled by Authors
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Efficient Market Hypothesis, Calendar
Anomalies, Day-of-the-week Effect,
Seasonality Effect, Lunar Effect and
Capital Markets. Many a times the
reference of a paper is traced back.
Out of all papers gathered, 39 papers
from journals indexed in SCI/SSCland 11
other papers were finalized keeping in
mind the coherence of study and also
due to time andresource constraints.

Sources of Papers Reviewed

The papers have been retrieved from :
Elsevier's Science Direct, Emerald
Insight, JSTOR and Google Scholar
databases using the above mentioned
keywords. Physical copies some
reputed journals were also accessed to
bereviewed.

ESEARCH BULLETIN

iin the study the varied and hetero-
i geneous groups were sub-divided into
homogeneous sub-groups. The papers
i in this study are divided in two typologies
ibased on:
(distribution based on theme) and ({ii)
i Ageing Analysis (distribution based on
i fime in ascending order). The analysis of
reviewed papers in the upcoming
i chapters will be done based on this
i segregation.

(i)

Thematic Analysis

Thematic Analysis

: The topic "Stock Market Anomalies" has
ibeen sub-divided
i categories and the seminal
i groundbreaking papers are classified
i under the head 'others'. Articles in which
i two or more anomaly concepfts are

intfo six broad
or

covered, they are marked under each

Distribution of Papers Reviewed

separate category more than once. The

i classification is strictly done based on its

To facilitate alogical flow and uniformity

theme. Listed asbelow:

Table 2.2 List of Distribution Based on Theme

Theme

Paper Codes

Calendar Anomalies

2,3.4,5,7,9,10,11,12,14,15,16, 17,19, 22, 25,
27,29, 30, 34, 36, 37, 38, 42, 43, 44, 45, 46, 48, 49

Firm-Specific Anomalies

6,8, 13,20, 33, 41

Environmental Anomalies

21,26, 28, 35, 47

Psychological and Biology-

Induced Anomalies 39,40

Celestial Anomalies 31,32, 47

Political Anomalies 47,50
Ofthers 1,18, 23, 24

Source: Compiled by Authors
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Ageing Analysis

i 15 years each. Then the reviewed

i papers are distributed according to

The study covers a time-period from
1970 to 2015 i.e. 45 years. The study
period is divided into 3 equal phases of

i chronological order. The analysis would

help to capture the serial development
of literature through a fimeline.

Table 2.3: List of Distribution Based on Time

Phases | Time-Period Paper Codes

Phase-l 1970-1985 1,2,3,4,5,6,7,8,9,10, 11

Phase-ll 1986-2000 12,13, 14,15,16,17,18, 19, 20, 21, 22, 23, 24
25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38,

Phase-il | 2001-2015 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50

Source: Compiled by Authors

Thus the discussion and analysis in the
next chapter is grounded upon these :
two typical distributions. It is expected
that this approach would help fo
continue the discussion in a structured
form and will facilitate the logical flow.

Review based on Ageing Analysis

The timeline of development of the
literature based on ageing analysis
reflects an inferesting fact. That is :
discussed as follows:

: ® Phase lll: In phase lll, the newer

phenomena such as environmental,
celestial, psychological and
biological anomalies has emerged
to provide reasons for market
inefficiency with a common
interface of finance. Thus, they can
be referred to as the forms of
contemporary anomalies.

Coverage ofthe Journals

EAs given in the second chapter, the

! journalls classified for the purpose of the

® Phase I: In phase |, mostly the
research papers, either belongs to
the category calendar anomaly or :
from the firm-specific anomalies.
Thus they can be considered as the
classical forms of anomalies.

isurvey are diagrammatically
i represented as below:

i To maintain quality of survey and a
balanced portfolio of journals, they were
: selected carefully. The portfolio consists

i of top-rated journals from different

Phase IlI: In phase Il, the frend
remains the same, except for one
literature on informational
efficiency. In the meantime, the
existing literature has developed
newer dimensions and modification
of olden theories. Thus they can be
referred to as anomalies of neo-
classicalera.

: countries. Such as Journal of Finance
i from UK, Financial Analysts Journal,
i International
i Analysis from USA, Journal of Banking
i and Finance from Netherland etc. To
i maintain diversity,
Ejoumols like Vikalpa, IIMS Journal of
i Management Science were also

Review of Financial

reputed Indian

;included. Feeling the need, some

Volume 41, No. I11, October 2015
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Figure 3.1 : Classification of Journals

aps .
Classification of Journals urapean Finsacial
) . Management
AmeticanEconomic Emerging 20,
Review MatketsReview
% 4% Financial Analysts Joutnal
4%
y International Review
./ Others of Financial Analysis
22% 6%
Vikalpa |
Review of Financial Studies 2% b —— Joutnal of Banking
0 Pacic Basn ‘__——/"
Finance Joumnal
2% Tournal of Economic
Joutnal of International Psychology
Money andFinance %
A% Tournal of Empirical
Finance
6%

Source: Compiled by Authors

conceptually enriched but non-
indexed journals were also taken into

consideration.

Critical Observations

This section proposes to highlight the
critical observations pointed out during
the course of review. They are enlisted

asbelow:

® Whether the country-specific
dynamics can be used to establish

benchmarks?

The most of the research papers
referred to has used data thatis from
the American stock markefs. i
Furthermore, the accepted canons
of stock markets have also been
developed in the western countries.
Every country has its own i
pedagogical features, thus the
theories might also differ. For i
instance (Raj and Kumari, 2006) :
suggests no January Effectis present

in Indian context; the underlying
reason could be in India the tax year
ends at 31st March. Thus in India a
prevalent 'April Effect’ can be
expected rather than ‘'January
Effect’. Regarding the negative
Monday return (Raj and Kumari,
2006) again contradicted, they
counter that rather negative returns
occuronTuesdaysinIndian markets.

In another study by (Brown, Keim,
Kleidon and Marsh, 1982) the findings
were complex than expected, the
tax year in Australia ends on 30th
June, thus a protfotype 'July Effect’
can be expected. As a matter of
fact, the market participants in
Australia are not entitled to a fax loss
deduction of $3000. But still a
pronounced seasonality (on raw
returns) is found to be occurred on
January-December and July-August,
with roughly larger for January and
July.
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® Isitreally anomaly?

Lo and MacKinlay (1990) produced
their work on data snooping which
confers that "Test of financial asset
pricing models may yield misleading
inferences when properties of the
data are used to construct the test
statistic". Researchers fascinated to
promote interesting concepts might
be inadvertently employing wrong
or biased methodological
techniques. The subsequent re- i
iteration of the dataset with other
relevant methodologies can only
confirm the existence of fthe

anomaly.

® Can the celestial objects influence
investor's behavior?

(Yuan, Zheng and Zhu, 2006) and
(Stephen, Keef and Khaled, 2010)

correlation between stock returns

fo loose. (Marx, 2014) believes Mars
and Saturnis very powerful predictor

market.
Other Observations
different studies produces different

result and findings are also
divergent. The period considered for

Volume 41, No. I11, October 2015

: '
E Celestial e
of anomaly performance. The

market performs significantly better § [LLienmentd
when Mars and Saturn are opposed.
A time when Mars and Saturn are
struggling for dominance and their :
energies are polarized appears to
be the best time to outperform the

study can be a major underlying
reason.

e 'Small-size' effect might exist because
of the fact that investors expect a
high risk-adjusted return as
compared to that of stable stocks.

e Despite of tax-yearend on a different
month many countries reflect a
'January Effect'. The reason may be
the investors tend to shed off their
existing holdings at the year end and
start afresh from January.

e Calendar anomalies are most
prevalent and have a globalimprint.

Timeline of the Papers Reviewed

i By plotting the existing literature on atwo
i dimension plane the areas that are
i newly emerged can be identified.
proposes that there is significant

: Figure 4.2: Two Dimension Plot-Matrix
and lunar phases. On new moon the :
'

stockholders tend to gain and in a
situation of full moon investors tend

ki Hok *

Firm-Specific

: LAAAASEEEEELAAAJ sefeselese koo
‘ Phase | ‘ ‘ Phase Il ‘ ‘ Phase Ill

*Refers to Reviewed Papers

i Source: Compiled by Authors
® Anomalies are temporary as the :
i Hence, the emerging areas can be
tidentified out of this Plot-Matrix.
: clearly evident that majority of the study

It is



in the literature of stock market
anomalies pertains

anomalies, and hence it is the most

The firm-specific anomaly follows fo
calendar anomalies. The emerging
areas i.e. celestial, psychological,
environmental and political are still af
nascent stage and can be assumed to
have further scope for scholarly

ESEARCH BULLETIN

i contributions.

to calendar

 Limitations of the Study

explored segment in all phases of time.

The present study suffers some limitations
i which offer a
i researches. Due to constraints only 50
papers could be reviewed on the overall
i discipline. The study can be narrowed fo
i few anomalies and extensive study can

room for further

Appendix 1 : Chronological Coding of Papers Reviewed

Code Paper Reviewed Year

1 Efficient Capital Markets: A Review of Theory and 1970
Empirical Work

2 Behavior of stock Prices on Fridays and Mondays 1973

3 Capital Market Seasonality: The Case of Stock Returns 1976

4 Stock returns and the Weekend Effect 1980

5 Stock Returns Seasonalities and the Tax-Loss Selling 1982
Hypothesis: Analysis of the Arguments and Australian
Evidence

6 New Evidence on the Nature of Size Related Anomalies 1982
in Stock Market

7 The Anomalous Stock Market Behavior of Small Firms in 1982
January: Empirical Tests for Tax-Loss Selling Effects

8 Size Related Anomalies and Stock Market Seasonality: 1982
Further Empirical Evidence

9 Stock Market Seasonality: International Evidence 1983

10 A Further Investigation of the Weekend Effect in Stock 1984
Returns

1 A Further Investigation of the Weekend Effect in Stock 1984
Returns: Discussion

12 A Monthly Effect in Stock Returns 1986

13 Stock Market Anomalies: A Re-Assessment Based on UK 1989
Evidence

14 The Weekend Effect in Information Releases: A Study of 1989
Earnings and Dividend Announcements

Contd
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Appendix 1 : Chronological Coding of Papers Reviewed

Code Paper Reviewed Year

15 Is There a Monthly Effect in Stock Market Returns? 1989
Evidence from Foreign Countries

16 The Italian Stock Market: Efficiency and Calendar 1990
Anomalies

17 High Stock Returns Before Holidays: Existence and 1990
Evidence on Possible Causes

18 Efficient Capital Markets: Il 1991

19 Turn-of-Month and Pre-Holiday Effect on Stock Returns: 1991
Some International Evidence

20 The Long-Run Performance of Initial Public Offerings 1991

21 Stock Prices and Wall Street Weather 1993

22 Anomalies or lllusionse Evidence from Stock Markets in 1994
Eighteen Countries

23 Random Walks in Stock Market Prices 1995

24 A Brief History of Market Efficiency 1998

25 Elusive Anomalies in the Brazilian Stock Market 2001

26 Stock Market Returns: A Note on Temperature Anomaly 2004

27 Stock market Seasonality in an Emerging market 2004

28 Weather, Biorhythms, Beliefs and Stock Returns- Some 2005
Preliminary Irish Evidence

29 Pre-Holiday Effects: International Evidence on the 2005
Decline and Reversal of a Stock Market Anomaly

30 Day-of-the-Week and Other Market Anomalies in the 2006
Indian Stock Market

31 Are Investors Moonstrucke Lunar Phases and Stock 2006
Returns

32 Are Investors Moonstruck? Further International 2010
Evidences on Lunar Phases and Stock Returns

33 Size Effect in January and Cultural Influences in an 2010
Emerging Stock Market: the Perspective of Behavioral
Finance

34 Seasonal Anomalies in Stock Returns: A study of 2010
Developed and Emerging Markets
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Appendix 1 : Chronological Coding of Papers Reviewed

Code Paper Reviewed Year
35 Air Pollution and the Stock Returns in the US 2011
36 Calendar Anomalies in the Gulf Cooperation Council 2011
Stock Markets

37 Fast Profits: Investor Sentiment and Stock Returns During 2011
Ramadan

38 An Empirical Study on Seasonal Analysis in the Indian 2011
Stock market

39 Biology-Induced Effects on Investor Psychology and 2012
Behavior

40 Local Sports Sentiment and Returns of Locally 2012
Headquartered Stocks: A Firm-Level Analysis

41 A Search for Rational Sources of Stock Return 2012
Anomalies: Evidence from India

42 The School's Out Effect: A New Seasonal Anomaly 2012

43 Do Mutual Fund Managers Exploit the Ramadan 2013
Anomaly?2 Evidence from Turkey

44 Study of Calendar Anomalies in Indian Stock Markets 2013

45 Stock Market Anomalies: Evidence from Emerging BRIC 2014
Markets

46 Chinese Lunar New Year Effect in Asian Stock Markets, 2014
1999-2012

47 Predicting Anomaly Performance with Politics, the 2014
Weather, Global Warming, Sunspots and the Star

48 Islamic Calendar Anomalies: Evidence from Pakistani 2015
Firm-Level Data

49 The Holy Day Effect 2015

50 An Empirical Study on Impact of Political Events on Stock 2015
Market: Evidence from Recent Trends in India
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be done.
Conclusions

Given the evidences by way of gigantic
base of literature on the concerned
subject, the phenomena of anomalies

the concepts should not also be
exaggerated to produce super-
imposed results. Due care should be
faken while choosing the sample and
methodological fechniques.
reference fo the list of existing
anomalies, one can assume the
presence of further anomalies. Only the
diligent scholarly efforts can identify the
hidden anomalies, if any.
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An Association of R&D Costs versus Capital
Expenditure with Future Earnings Variability

Abstract

The purpose of this paper is to
examine the relationship between
research and development expen-
diture and uncertainties of future
earnings in India where firms are
allowed to expense their research
expenditure and capitalize deve-
looment expenditure if certain
conditions are fulfiled. We have
obtained sample of 100 companies
from S&P CNX 500 through CMEI
prowess database. The study tested
the predicting factors employing
regression model. We found that
R&D expenditure is statistically
significant indicating that future
earnings variability from R&D
investment is higher than the future
earnings variability due to capital
expenditure.

Key Words
R&D costs, Capital Expenditure,

Earnings Variability, Capitalization,
Expensing

Introduction

There are numerous studies which
demonstrate the association of R&D
costs with earnings. Many studies
provide evidence either in support or
against the expensing method of

(Statement of Financial Accounting
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firms to immediately expense their R&D
i expenditures,
i Accounting Standard (IAS) No. 9 (1978)
i allows firms to capitalize development
i expenditures and require expensing
only research expenditures. Accounting
i decision of R&D expenditure whether to
i be expensed or capitalized is based on
i the arguments.
i expensing method are of the view that
i the expected benefits from R&D costs
{ indicate high level uncertainties and the
i recognition of these expenditures as
f assets in the financial statements may
give a wrong impression in the mind of
i investors and other concerned parties.
i They argue that there is
i compelling evidence that R&D costs
i may generate future benefits to each
i firm and each instance (Statement of
i Financial Accounting Standard No.2).
i According to the Association for
: Investment Management and Research
i (AIRM 1993) and Financial Accounting
i Standard Board (FASB) "it is usually next
tfo impossible to determine in any
i sensible and or codifiable manner
i exactly which costs provide future

: benefits and which do not". Further the
accounting for R&D costs. U.S. GAAP :

while International

Proponents of the

lack of

expected benefits are very much

i unrelated to costs incurred and the
Standards, SFAS, No. 2, 1974, requires’
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of R&D expenditure is largely "irrelevant
tfo the investments valuation process".

Opponents of expensing method of
accounfing argue that R&D costs have
systematic influence on the market
value of the firm that persists over time in
form of intangible assets. Therefore, they

average generates future benefifs
(Hirschey and Weygandt
Cockburn and Griliches 1988, Lev and

According fo this argument the benefits
on Research and Development cost
has lag between the investment made
and output realized as R&D cost is a
long-term investment, suggesting that
these lag periods may vary between 3
to 4 years (Scherer 1965, Mansfield 1971,
and Branch and Chichirau 2010). In the
event of Research& Development costs
freated as an asset will enhance value
relevance of financial statements as
many studies found capitalized
development costs to be positively
associated with stock and subsequent
reported earnings, (Aboody and Lev
1998, Mohd et.al.20046).

By expensing its R&D costs firms may be
conveying message fo the investors as
well as market that the firm is in good
position and can handle the situations
according fo its needs. From another
point of view by capitalizing its R&D
costs firm might be communicating to
the stakeholders and market that it has
strong R&D project that will generate
future economic benefits. To be
‘expensed or capitalized' is a matter of
choice for those who follow the

both ways either capitalized or
expensed. Although efforts of adopftion
of IFRS have been made by IASB is on

ESEARCH BULLETIN

i peak and many countries are on the
i verge of its adoption or convergence. In
: India AS 38 converged with IAS 38 allows
ifirms to expense their 'research’
i expenditures and capitalize 'develop-
ment' expenditures as an intangible
i assets only if the development expendi-
i tures will most possibly generate future
advocate that R&D expenditure on an
i fobe expensed.
1985, :

! Literature Review
Sougiannis1996 and Mohd et al.2006).

i Accounting
i expenditure are an important issue for
i many nations of the world that must be
i explored by accounting standard
i setters to converge with international
i accounting standards. There are mainly
i two approaches of accounting for R&D
i investments namely capitalization and
expensing. Proponents and opponents
i of expensing method or capitalizing
i method express their own views. These
i views are based on uncertainties of
i future outcome from R&D investments.
EGoeremynch et al. (1998) studied the
i disclosure and capitalization spending
i to examine the differences and tested
i whether or not capitalization of R&D
i spending should be allowed. They
i suggest that the expenses of successful
i R&D activities are more likely to be
i capitalized as an asset in the balance
i sheet. Dhaliwal et al. (1999) examined
: the relationship between firm's invest-
i ment opportunity set and management
decision to capitalize or expense and
i found that high growth firms (the firms
i with fewer assets in place) are more
likely to select the capitalization method
i of accounting choice for R&D expenses.
accounting principles that permit them

i The debate on capitalisation versus
i expensing  will
researchers and standard setters or

economic benefits, otherwise it willhave

rules regarding R&D

confinue amongst
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policy makers until they come with
compelling evidence on a particular
method of accounting forresearch and
development. Many studies focusing on
association of R&D costs and earnings
have ftried to explore the expected
benefits of R&D costs and its value
relevance and have evidence of signi-
ficantly positive relationship between
R&D costs and future benefits, which
indicates that R&D investments
generate future benefits. Consequently
itis opined thatincrease inresearch and
development expenditure is expected
to translate intfo an increase in earnings.
These studies tend to focus more on

attention on the uncertainty of future
earnings from R&D costs. Earnings
variability is an important aspect for the
business and has been seen as index of
firms earnings predictability, Luttman

Expenditure comparable to R&D costs
because of the similarifies in nature of
the expenditure as well as its
accounting treatments assuming it as
an important determinant of future
earnings variability. As per US GAAP alll
R&D costs must be expensed for the
reason that expected benefits from
R&D costs have high degree of
uncertainty. There have been many
recent studies focusing on the associa-
fion between R&D costs and the future
earnings uncertainties. Susan and
Robert (1994) examine the relationship
between R&D expenditure and
expected earnings and found direct
relationship between R&D expenditure
and future earnings. They also found
that there isrisk as well as requirement of
long fime period for getting expected
reward from R&D investments. Aboody

generate more future earnings than

Volume 41, No. I11, October 2015

i earnings through capital expenditures.
i According to Kothari, Laguerre and
iLeone
i generafe far more uncertain future
i benefits than benefits from investments
fin plant,
i (PP&E). This result is consistent again with
i the findings of Kothari, Laguerre and
i Leone (2002) on 'capitalisation versus
i expensing evidence on the uncertainty
of future earnings from capital expendi-
ifures versus R&D outlays.
i Thomas et. al. (2010) found that the
expensed portion of R&D costs is
i associated with highly uncertain
f earnings.
benefits from R&D costs and gave little
i development cost is on an average
i more significant than their mean effect
: in bond valuation, and the risk from R&D
i costs dominates the benefits from R&D
i costs. However, Shi (2002)

and Silhan (1993). We consider capital

i And Amir et al. (2007) found that the
iimpact of R&D costs
i performance  significantly varies from
{ industry to industry and time to time. The
uncertainty of future earnings depends
i upon the productivity of R&D costs as
i high productivity is awarded with high
f uncertainty (Pandit et al. 2011).
i some studies show that R&D expendi-
tures do not generate more uncertain
: future benefits in comparison to capital
i expenditures (Asdemir et. al.2012, and
i Ciftci2012). There are some other studies
i which find earnings reported in the
i financial statements are more variable
when R&D spending changes signifi-
i cantly. Park C et al. (2014). A sharp and
ihigh volume of spending on R&D
expenditure may cause decline in
i profitability as well as decline in riskiness
i of R&D spending. Curtis A et al 2015.

and lev.(1998), infer that R&D costs

i There is dearth of studies in this aspect of

(1998), R&D investments

property and equipment

Whereas

Evidence shows that the
variance effects of research and

on future

While



accounfing in Indian context. The
sing indicate the need for more
research to examine the association
between R&D expenditure and future
earnings variability, specifically under

new accounfing standard in India.
Objective ofthe Study

The firms in converged Indian account-
ing seftings are allowed fo expense the
research expenditure and capitalize
their development expenditure as an
infangible assets only if there is an
apparent possibility that the develop-
ment portion of R&D expenditure will
generate future economic benefits and
if there is doubt whether it will generate
future economic benefits or not then
development portion of research and
development shall also be tfreated as
expense. Although the settings on R&D
has been condemned due to
uncertainties of future earnings. The
main objective of this study is to
examine the association between
Research and development expendi-
ture and firms future earnings variability.
We ftried to check the firm's R&D
spending in comparison with other
capital expenditures and its earnings to
know how these settings are suitable.

Hypothesis

following hypotheses:

R&D expenditure is higher than the
earnings variability due fo capital
expenditure irrespective of accounting

ESEARCH BULLETIN

i method used,

reviews on capitalization versus expen-

i H2 Firms future earnings variability with
i capitalised R&D expenditure is higher
i than earnings variability due to capital
i expenditure.

 The Model

i Accounting under IAS 38 and Indian AS
i 38 allow only research expenditures to
ibe expensed and development
i expenditures to be capitalized only
 when they meet certain criteria. This
imethod of accounting has
: criticised on ground of uncertainties of
i future earnings. Kothari et al. (2002)
i argued in support of expensing of R&D
i costs and provide evidence that R&D
i costs generate more uncertain benefits
{in comparison to capital expenditures
i.e. Property Plant and Equipments
i (PP&E). The issues related to uncerta-
inties of fufture benefits from R&D
i motivate us to investigate whether
i expensed R&D costs are more associa-
ited with higher future economic
i benefits or capitalized R&D costs as per
{Indian AS 38 which provides both
i method expensing as well as capitali-
izing following some conditions. The
i present study uses regression models
: that are used by the previous studies on
i the related research problems. Our
i study is based on the model used by
: Kothariet al. (2002).

The objective of the present study is to

examine the relationship between R&D i 1. SD(Et+1,t+5) =0+, CapEx, + B, R& D,
expenditure and firms future eamings
and earning's variability that gives us the

been

+B,, MVt + B, Leverage, +error,

+1,045

: Where,
H1 Firms future earnings variability with

: SD(Et+1,1+5) is the standard deviation of
i earnings per share
i calculated using five annual

(EPS), the SD is
EPS

Volume 41, No. I11, October 2015



ESEARCH BULLETIN

observations for year t+1 through t+5,
each earnings are deflated by book
value (BV) of equity in panel A and by
stock price in panel B.

CapEx, is the capital expenditure per
share deflated by BV of Equity or Price;

R&D, is research and development per
share deflated by BV of Equity or Price;

MV, is the natural logarithm for market
capitalization of equity at the end of the
yeart;

Leverage is the ratio of long term debt
divided by long-term debt plus
shareholders equity at the end of the
yeart, calculated as, financial leverage
=L.Tdebt/ (L.T+shareholders equity).

The present study uses 12 years annual
financial statements data from (2001-
2012)
prowess data base. Panel data of 100

i collected and compiled after elimina-
: fing the firms with no R&D data available
for the analysis during the whole sample
i period (2000-2012) though the study
i includes those firms having some missing
value in a particular year. We replaced
i the missing value of such firms using
i replace missing value in spss. We also
i checked whether taking average of
i missing value will alter regression results
i or not and found normal. We examined
: whether uncertainty of future earnings
i from R&D investments are more than the
i uncertainty of future earnings from
i capital expenditures. We assume that a
i comparison of the coefficient among
: the variables will be as fo indicate the
i comparative sensitivity of the uncertao-
i inty of earningsi.e. higher the coefficient
i higher the uncertainty
i French 1992). As per this assumption if
i investments on R&D are expected to
i produce greater uncertain future
which were obtained from i earnings  than capital expenditures,
: then R&D coefficient will be greater than

companies from S&P CNX 500 firms ;’rhecoefficien’rofcopi’rolexpendi’rure.

(Fama and

Table 1: Correlation Matrix®

Panel A Correlation coefficients variable scaled by B.V of equity
Variable RDEX CAPEX | ADVEX MV LEVERAGE | SDE
RDEX 1.000000
CAPEX |-0.024541 | 1.000000
ADVEX |0.271172|0.002333 | 1.000000
MV 0.034242 | 0.021835 | 0.026938 | 1.000000
LEVERAGE | 0.027194 |-0.000622 | -0.005666 | -0.018580 | 1.000000
SDE 0.126221 | 0.010620| 0.063221 | 0.104411 | 0.0818%91 |1.000000
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research and

development expenditure(RDEX), capital expenditure (CAPEX), advertisement
expenditure (ADVEX), market value(MV), leverage (LEVERAGE), standard deviation

of earnings(SDE).
Table 2: Correlation Matrix”
Panel B Correlation coefficients variable scaled by Price

Variable RDEX CAPEX | ADVEX MV LEVERAGE| SDE

RDEX 1.000000

CAPEX |-0.013246| 1.000000

ADVEX | 0.001695 | -0.022792 | 1.000000

MV -0.080274 | -0.012023 | 0.017087| 1.000000
LEVERAGE| 0.039276 | 0.002695 [-0.016537|-0.018580| 1.000000

SDE 0.030599 | 0.050255 | 0.004678 | 0.069357 | 0.029675 | 1.000000

° Abbreviations used in the above correlation matrix are research and development
expenditure (RDEX), capital expenditure (CAPEX), advertisement expenditure
(ADVEX), market value (MV), leverage (LEVERAGE), standard deviation of earnings

(SDE).

The above correlation matrix in fable 1
and 2 reports the relationship among
the variables from both the panels.
Panel A is deflated by book value of
equity per share whereas panel B is
deflated by closing price of the equity
per share. Looking in panel A, We find
research and development expendi-
ture, is negatively correlated with
capital expenditure, which indicates
that any increase in research and
development expenditure will cause to
decrease in capital expenditure. At the
same fime the capital expenditure,
advertisement expenditure and market
value are negatively correlated with

i leverage. We notice here in panel A the
Evoriobilify in earnings represented by
i SDE is better explained by the variables
i R&D expenditure (RDEX), because the
i correlation coefficient is closer to 1,
: which indicates an increase in research
i and development expenditure will be
i accompanied with an
i earnings variability. When the variables
i deflated by closing price per share in
i panel B the research and development
iis around negatively correlated with
i capital expenditure and market value
i implying research and development as
! substitute of capital expenditure. A very
flow correlation coefficient between

increase in
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R&D and advertisement expenditure,
implies that change in R&D does have
negative effect on advertisement
expenditure. There is positive correlation
between research and development
and standard deviations of earnings
(SDE). SDE is better explained by market
value. It seems earnings variability is
positively correlated with R&D, capital
expenditure and market value.

Regression Analysis and Results

The study uses 12 years annual financial
statements data from (2001-2012).In
order to find whether the R&D
expenditure either current or capital
affects earning variability the variable
considered for the study are: Capital
expenditures, Net Fixed Assets, adver-
fisements expenditure, market value
and leverage have been used as major
defterminants of earnings variability.
Earnings variability is calculated as the
standard deviations (SD) of five
consecutive years EPS roling year by
year. A panel cross-sectional regression
has run replicating the variables to
examine the impacts of a particular
variable on earnings variability. All the
data have been arranged in two
panels, panel 'A' and panel 'B'. Panel 'A'
has been deflated by the book value of
equity per share and panel 'B' has been
deflated by closing price of the equity
share to miftigate or confrol the
heteroscadasticity in the regression.

Table 3 shows the regression results in
panel A with the selected variables
deflated by book value of the equity
per share and the variables in panel B
deflated by the closing price per share
and other economic determinants of
earning variability such as MV and
leverage, are takeninthe regression as

Volume 41, No. I11, October 2015

i control
i calculated as the natural logarithm of
i market value at the year-end t, where as
i leverage is the long ferm debt divided
i by L.T Debt plus shareholders' equity at
the end of the year t. panel cross-
i sectional regression carried out taking
i the future earnings variability as depen-
i dent varioble and R&D expenditure,
i capital expenditure and advertisement
i expenditure, MV and
i explanatory variables.

variables. MV has been

leverage as

i The table shows that the firms on an
i average spends 0.0626%, 0.1256% and
i 0.1944% of the book value of equity on
R&D, capital expenditures and adver-
i tisements expenditure respectively
{implying that the spending on R&D is
very low as compared to advertisement
i expenditure and capital expenditure.
i Median spending on of R&D is higher
than capital expenditure showing 0.91
i on R&D expenditure and R&D expendi-
i ture is almost same as compared to
i advertisement expenditure showing
:0.19% on advertisement expenditure
i while the median spending on capital
i expenditure is nil. The average of
i standard deviation of earnings when it is
Edeflo’red by book value of equity is
:0.001%
: 0.0004%(0.036245) in panel B when it is
: deflated by price of equity share Which
i shows Standard deviations of earnings
i deflated by book value of equity in
i panel A vary significantly as compared
i to the earnings deflated by price in
Eponel B. Natural logarithm of market
i value and leverage are incorporated in
i the
i variables, the average coefficient of
i both variables are strongly significant.
i The findings in panel A indicate R&D
expenditure is stafistically significant
i which support the first hypothesis set for

(0.109961) in panel A and

regression analysis as confrol
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this study. The average coefficient on
R&D is 6.27 (t-stafistics=3.80). The t-test
indicates that there is enough evidence
to suggest that the average coefficient
on total R&D expenditure is stafistically
significant as it is greater than the
average coefficient on capital expen-
diture at p-value less than 0.01. The

above evidence supports the hypo-
i stafistically significant indicating that
there is enough evidence
i that the earnings variability due to
i capitalised R&D is higher than the
Eeornings variability arises from capital
i expenditure (NFA) at p-value less than
£0.01 level of significant. Our finding on
the basis of panel B deflated by price
i doesnotsupport the same in table 3 and
i 4 as market value and leverage are
 utilised as control variable(they two are
i not deflated). The average coefficient
: onmvin both tables s highly significant.
is the capitalised value of the R&D cost

i Findings

The table shows that the firms on an

i The present study examined the future
earnings variability of the firms in Indian
i seffings based on their research and
i development
Efound that spending on research and
i development by Indian firm is low in
i comparison to spending on capital
expenditure and advertisement expen-
i diture. As far as its influence on earnings
i is concerned despite low spending, R&D
expenditure is stafistically significant that
i support our assumption that future
i earnings variability due to R&D invest-
i ment is higher than the future earnings
i variability due to capital expenditure.
The analysis suggests that the investment
i in R&D enhances the earnings variability
iof a firm more than the earnings
variability initiated by capital expendi-
i fure. Findings also suggest that the
capitalised R&D cost are more associa-

thesis that future earnings variability as a
result in investing in R&D is higher than
the future earnings variability due to
capital expenditure.

Table 4 replicate the regression using
the capitalised research and develop-
ment (CAPRD) costs and net fixed assefts
(NFA) instead of total R&D expenditure
and capital expenditure respectively
expecting that the coefficient of
capitalised value of R&D costs may
surpass on capital expenditure. CAPRD

pershare and NFA is the net fixed assets.

average spends 0.014%,and 2.388% of
the book value of equity on capitalized
R&D, and capital expenditures (i.e.
NFA) respectively, it also indicate that
the spending on R&D as well as
capitalization of R&D costs are very low
as compared to capital expenditure
(NFA). Median spending on of R&D is
0.00025% and capital expenditure is
0.4048% shows that spending on R&D is
very low in comparison to capital
expenditure. Average variance in
earnings is 0.2990% and variance in
median of earnings is 0.1875%. Whereas
average capitalised R&D spending and
spending on capital expendifure is
0.0057% and 1.6369% respectively in
panel B showing the low spending of
R&D in comparison to capital expendi-
fure. The median spending on capital
expenditure when deflated by price in

ESEARCH BULLETIN

i panel B is 0.1381% and on capitalised
{ R&D is 0.00008% also showing the low
i capitalisation of R&D in comparison to
i capitalised R&D and advertisement
i expenditure. The results from panel A
reports average coefficient on R&D is
i 1.45 (t-stafistics = 4.46) and average
i coefficient on variance in earnings is

29.9 (t-statistics = -3.05) both are

fo suggest

(R&D) spending. We

Volume 41, No. I11, October 2015
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ted with earnings variability implying
that the firm with high R&D activities :
may bear high risk but at the same time
it will lead the firms to earn high future
returns assuming risk-return tradeoff. The
evidence in this paper shows some light
on the capitalising and expensing issue
although based on this study we still :
cannot make clear agreement on this
issue suggesting more focussed :
research in this area. The study may
contribute to the current debate on
accounting for R&D expenditure and ifs
impact on earnings variability under

Indian context.
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Association of Audit Committee Quality with
Internal Control Quality: A Study of Select Indian

Companies

Abstract

The study focuses on the association
between audit committee quality
characteristics and internal confrol
quality, so as to improve the quality
of financial reporting by under-
standing and managing the audit
committee characteristics. In this
study, the concept of internal
confrol quality and its association
with audit committee characteristics
by testing the hypothesis are
presented in the context of select
Indian companies.

Maijority of the equity based listed
companies at BSE have complied
with the legal formalities like
appointment of independent
directors, number of meetings, size of
the audit committee, legal and
financial qualifications of the
directors, as they were required for
the listing at a stock exchange in
India. The proportion of indepen-
dent directors on audit committee
and the proportion of directors on
audit committee with legal qualifi-
cations have associafion with the
internal control, but number of years
the firm has been sharing infor-
mation fo the public, Proportion of
financial expert on the audit
commiftee, manager's educational
background, managers with
financial education background,
number of directors on audit
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committee, number of audit
committee meetings, firm age,
geographic segments, growth and
Constant were not influencing the
internal control. Thus, it may be
inferred that the companies may
improve the internal control by
managing the independent
directors and directors with legal
qualifications, as these charac-
teristics have significant association
withinternal control.

Key words

Audit Committee, Internal Control
Quality, Financial Reporting

Intfroduction

i Audit committee, drawn from members
of the Board of Directors of a Company
i and a Chairperson selected from these
i drawn members, was first conceived in
£ 1939, during which a report from the
i New York Stock Exchange (NYSE)
i suggested that, “Where applicable, the
i selection of the independent auditors,
! by a special committee composed of
i directors, who are not officers of the
company seems desirable”’. In India,
i Clause 49 of Stock Exchange Listing
i Agreement, 2005, state that all listed



companies should have an Audit i
Committee, and every public company
having paid-up capital of not less than
five crore of rupees shall constitute a |
committee of the Board known as Audit :
i reliability of financial
i effectiveness
The primary purpose of an audit
committee is to provide oversight of the
financial reporting process, the oudi’ré
process, the system of internal controls :
laws and
regulations. More specifically, the Audit :
assume a greater
importance in the efficient running of a
company because they are designed
to help boards and directors in
discharging their duties regarding the
internal confrols, which is known as the
'operating practices and procedures :
followed by an organization to achieve i
its goals and objectives, control loss or
misuse of resources; reduce the risk of :
compromising the success of the i
organization through errors or
iregularities. Internal Confrol systems
provide a reasonable assurance about
the achievement of the objectives of :
the company, especially with regard to
reliability of the financial reporting, :
effectiveness and efficiency of
operations and compliance with i
i improved effectively and efficiently to
i accomplish the organization goals.
Certified Institute of Management :
Accountants (CIMA)® defined Internal
confrol as “the whole system of controls, :
financial and otherwise, established in
order fo provide reasonable assurance i
of: (a) effective and efficient operation; :
(c) |
compliance with laws and regulations™.
As per International Federation of'
Accountants (IFAC)*, Internal control is
“the process, designed, implemented !

Committee.

and compliance with

Committees

applicable laws and regulations®.

(b) internal financial control;
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and maintained by those charged with
governance, management and other
personnel to provide reasonable
assurance about the achievement of
an entity's objectives with regard to
reporting,
and efficiency of
operations, and compliance with
applicable laws and regulations.”

The above expressions may reveal that
the importance of financial Reporting in
Internal Conftrols make Audit
Committees as an infegral and
important part of Internal Control.
Further, most of the internal confrol
weakness disclosures are related fo
financial systems and procedures,
involving financial closing processes,
account reconciliation or inventory
processes. Thus, broadly the internal
confrol weaknesses are related to i)
material weaknesses, ii) significant
deficiency and iii) control deficiency.
These weaknesses may be detected
and reduced by the persons with
financialknowledge.

As an Audit Committee assess
periodically the organizational structure
of the Internal Controls of a company,
the internal audit activity may be

Further, an audit committee may be
regarded as an integral part of internal
control, as the Audit Committee may
effectively deal with disagreements
between the auditors and manage-
ment, as its members may have a
thorough understanding of the business,
the associated risks, and the internal
control environment of the company.

Since Internal Control director monitors
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and measures the resources of an i
organization, and plays a vital role in
detecting and preventing fraud and
protecting the resources, an audit :
committee assumes an important part :
of Internal Control, as it is meant for the
same purpose. In support of this, Krishna® :
expressed that the internal control of an
organization is under the purview of its
audit committee, and the audit:
important |
monitoring role to assure the quality of :
financial reporting and corporate :
accounting; therefore, firms with high- :

committee plays an

quality audit committees are less likely

than firms with
committees.

In this context, the role of audit
importance in general,

members with financial skill

research interest has been generated
on the effectiveness
committees

and afew of them are briefed below:

Literature Review

content levels for additional

offered,
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associated with fthe incidence of
internal control problem:s.

James, Fran and Gregory (2006)° stated
that there is a statutory requirement for
the independent auditor to assess and
report on the effectiveness of the
internal controls of the firms they audit,
and found its negative impact on the
securities markets, and recommended
that formal internal control reporting be
eliminated. James and Jay (2006)°
found that the use of a questionnaire or
a narrative documentation format

i impacted and enhanced the ability of
to have internal control weaknesses ‘:
low-quality audit
i documentation stimulated the existing
: internal control of the auditor that led to
i identifying internal control weaknesses.
committee members assumes a greater
and the
may !
effectively ensure the better internal :
control in particular. A considerable i
i Krishnan and Visanathan (2007)" found
of audit: that firms which report weaknesses in
in monitoring and
controlling the internal control quality :

auditors in identifying internal control
design weakness. The questionnaire or

The findings suggested that the use of
standardized internal control question-
naire (ICQs) is useful in identifying
internal control design weakness.

their internal conftrols are characterized
by a higher number of meetings of the

i audit committee, a lower proportion of
! financial
i committee, and more auditor changes
i in the firms. Zhang, Zhou and Zhou
Dezoort (1998)¢ concluded that the :
Audit Committee members with |
experience made more internal control :
judgments as they were consistent in |
their judgments, had higher self-insight, :
higher consensus, and higher technical :
items i
than the members without :
experience. Krishnan (2005)’ concluded '
that independent audit committees,
and audit committees with financial :
expertise are significantly less likely fo be

experts in the audit

(2007)"" indicated that a relationship
exists between audit committee quality,
auditor independence, and infernal
control weaknesses, and concluded
that firms that had audit committees
with members having little financial and
accounting experience are more
identified with an internal control design
weakness.

Albert (2008)"? concluded that a
material weakness in infernal conftrol



report is less when the same audit firm i
performed Financial Information System
Design (FISD). Jennings et al. (2008)" :

revealed that, enhanced assurance

Hay et al. (2008)" expressed that better

internal control

an unqualified one, because an
adverse internal confrol

the balance sheet and

reduceslenders' confidence.

infernal confrol quality has an

controls over financial

ESEARCH BULLETIN

value-relevant information. Santanu
(2009)” concluded the pervasiveness
and severity of internal control

i problems, induce auditors to make an
that intentional misstatements do not :
exist, elevated protection to the public,
but only under conditions of a strong
corporate governance environment.
i Cullinan, Du and Jiang (2010)” found
internal control will lead to lower audit :
fees. However, their empirical results did
not support this view, and it was
concluded that that the relationship :
exists, but only in a relatively less-
regulated environment. Schneider and
Church (2008)"* examined the effect of
reports on the'
assessments of the creditworthiness of a
company by the lending officers, and
concluded that the lenders' assessment
of the risk of extending a line of credit,
and the probability of extending the line
of credit, are negatively affected when
the company received an adverse
internal control opinion as compared to

upward fee adjustment, but the
remediafion has only a moderating
effect on pricing audit services.

that more firms with a stock option
compensation plan for the audit
committee members reported internal
control design weakness than firms
without such a stock option plan for the
audit committee members. Jiang et al.
(2010)*' concluded that a positive
association existed between disclosures
of material weaknesses and the
propensity of auditors to issue a going
concern opinion, suggesting that only
the more severe type of internal control
material weakness influences the going
concern assessment.

Rose et al. (2011)* inferred from his study

: that firms audited by industry specialist
opinion :
weakens the importance assigned fo i control design weaknesses than firms
income

statement in lending decisions and

auditors are more likely toreportinternal

audited by non-specialist auditors.
Mithu and Sullivan, (2012)* found that

¢ smaller firms pay proportionately more
i for the internal control audit than larger
Arnold (2009)" concluded that the type :
of internal confrol opinion made noE
difference for either risk assessments or :
investment decisions of an individual. :
Feng et al. (2009)” concluded that i

firms. Pridgen and Wang (2012)* found
that hospitals, that had audit
committees and employed one of the
leading four audit firms, were
associated with better infernal control

: quality.
economically significant effect on :
internal management reports and thus, :
on decisions based on these figures. :
Lopez et al. (2009)" concluded that the i
opinion of the auditors on the internal :
reporting :
provided financial statement users with '

It may be perceived from the above
review that firms with Audit Committees
having litfle accounting and financial
expertise or non-accounting and
financial expertise are more likely to be
idenfified with an internal control
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weakness. In other words, independent
and audit
committees with more financial
expertise are significantly less likely fo be
incidence of:
internal control problems. Since Audit
Committees play such a crucial role in
System, it
becomes very important for Audit
Committees to be equipped for being
effective. However, the above review i
i - Z-value (e.g., 1.96 for a 95 percent
were conducted by taking up one issue
atatime andin a different environment.
No study is provided on the analysis of :
effectiveness of select audit committee choice, expressed as decimal (e.g.,0.10
qualities on financial reporting quality in ¢ percentage)
hence, the present
study is taken up to fill up the gap, with :
the following research methodology
expressed in terms of objectives, sample points)
design, tools and limitations, whereas, :
hypotheses and models adopted for
the study are presented under the test

audit committees
associated with the
Control

good Internal

of literature may reveal that the studies

Indian context,

of hypothesis:
Research Methodology

Objective:

internal control quality.

Sample Design: There were

Volume 41, No. I11, October 2015

15916 ¢
companies listed at Bombay Stock
Exchange as on 8/11/2012, of which, :
there were 3879 companies based on
equity and listing, out of which 133§
companies are selected randomly and
information relating to financial yeor§
2002-03 to 2011-12 are considered for :
this study. This research uses the:
following formula given Bill Godden’” as

the study uses descriptive stafistics
dealing with probability and the
population is finite, to justify the size of
sample:

_I'x(p)x(1-p)
——a
$S - Sample Size for Infinite Population

(where the population is greater than
50,000)

SS

confidencelevel)

P - Percentage of population picking a

C - Confidence interval, expressed as
decimal (e.g., .05 = +/- 5 percentage

Z - Values (Cumulative Normal
Probability Table) represent the

probability that a sample will fall within a
certain distribution.

i Z-Value for95% confidence levelis 1.96
Examination of the:
relationship between Audit committee
quality and internal control quality and
measuring the effect of Audit

committee characteristics quality on; s

The computation of sample size is as
follows:

1.96 *1.96 * (0.1) * (0.9)
B (0.5) * (0.5)

3.8417 *0.5*0.5
0.0025

§§=138

Sample Size - Finite Population (where
the populationisless than 50,000)

SS

-1
(1+(;2—p))

New SS =



Pop = Population (3879)

population as,

1
New SS = 1:: ]
(1+(3g79 )
NewSS=133

the Board known as Audit Committee

companies
Committees are considered.

The data,

the annual

10years, i.e., from 2002-'03 10 2011-'12.

Coefficient,

variables.

relevant measures of analysis.

................................................................................................
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i selected on the basis of Bill Godden
i principle, the results may noft represent
Note: Sample size is calculated, using :
the infinite population formula and then
the sample size is calculated for a finite

of the entire industry or the economy; iil)
The study is based on secondary data
only and confined to analyze the same

i for establishing the relationship to
i understand the impact of select factors
i on audit committee quality; iii) The data
analyzed by the models developed by
i the various authors, academicians, and
i researchers,
In this study, as public limited companies
having a paid-up capital of atleast Rs. 5
crore, shall constitute a Committee of :

after modifying them
according to the need of the study,
thus, sometfimes the process of
modifications may not truly represent

i the desired phenomenon:; iv) There may
(As required by section 292A of the :
Companies Act.1956), the only listed i
which have Audit:

be various characteristics that
detfermine the audit committee quality,
but the study considered only a few

i audit committee quality characteristics,
i such as,
Data Collection and Analytical Tools: :
related to the select
characteristics and terms used in the :
models for analysis are collected from
reports of the select
companies and notes and statements :
given in them. The period of the study is

independency, size,
accountfing and legal qualifications of
members and number of audit
committee meetings.

Test of Hypothesis

The null hypothesis set for the test the

i association between audit committee
quality andinternal control quality is as,
The study uses Pearson Correlation :

Regression analysis to i H,: There is no association between

establish the relGﬂOhShip between the audit committee qua’,'fy and internal

Omnibus Test of Model confro’qua"fy_
Coefficients based on Chi-Square value
and Wald chi-square test are used to

test the effect of the independent : Ling, L.et al* to examine the association

variable on the dependent variable | ship of qudit committee with internal

and to fest the stated hypotheses. i control weaknesses and is presented in

Stafistical Software-SPSS is used for the : ihe following equation-I:

purpose of processing data to arrive at |
. ICW = B, + B,ACfin + B,CEOpower +
s . s i B,ACfin*CEOpower + (,Firmage + ,G-
Limitations: i) As the study is limited fo : .
133 equity based companies listed af : seg +B.Growth +,ACSize + 3, ACmig + ¢,
Bombay Stock Exchange (BSE) and i

The study uses logit analysis prepared by
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ICW - 1 if the auditor issues an adverse
i committee

internal control opinion, and;

0 if the auditor issues a favourable
opinion.

ACfin - Proportion of financial expert on
the audit committee, where a financial :

expert is defined as an individual with B,is a constant

experience as a public accountant, :

rincipal or chief financial | , . .
officer cgntrollzr or principal or chief . Bisthe slope (also called the regression
' . i coefficient)

auditor,

accounting officer.

and ascore of:

educational
graduation,

conventional university in India,

(Indian Institute of Management),

abroad and

5 ifhe/she hasPhD degree.

Firmage - Number of years the firm has

been sharing information to the public.

G-Seg - Geographicsegments

year assets.

................................................................................................
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f audit committee with
i qualifications.

ACsize - Number of directors on audit

ACmtg - Number of audit committee
i meetings.

g, isErrorterminyeartforfirmi.

CEO power is defined with the | IN€ dbove logit analysis equation by
manager's educational background. It Ling. L. e:. al ITO; not cocl)n5|dere? ;erronl'?
is measured on five point scale as below : representing independence of Audi
i Committee members and Legal

experience of the Committee members
1 is allotted to the CEO if his/her | ONd fhe same are included due to
background under- which the equation-I is slightly mod|f|ed
and presented below as equation-ll;

2 if he/she is a post graduate from : ICW = B + BACfin + B,CEOpower+
: B,ACfin*CEOpower
B;ACmetg+ [B,6ACIND+ B,ACLEGEX+
3 if he/she is a post-graduate from a :

centre of excellence in India like IIT

(Indianinstitute of Technology) orlIM
: In additional fo the notation given
i earlier, the notation for other terms is
4 if he/she is a post-graduate from

+ B,ACSIZE+

BsFirmage +3,G-seg +3,,Growth+ ¢, ------
---------------- I

presented below:

ACIND is proportion of independent
directors on audit committee.

ACLEGEX is proportion of directors on
legal

i The data collected from the records of
Growth - Sales growth defined as the
difference between current year sales i
and prior year sales deflated by prior :
i standard of devotions of different terms

the select companies are analyzed with
the help of the above stated logit
analysis equation and the mean,



of internal control quality and audit
committee quality are presented in the

below table-1:

Table -1: Mean and Standard Deviation : ii
of Audit Committee Quality and :

Internal Control Quality

)

No.| Variables | N |Mean Std.
Deviation |:
1| Acfin |[1330] 0.60 | 0076 |:
2 |CEOpower|1330| 1.88 1.207
3 ACfin*
CEOpower|1330| 1.12 0.734
4 Acsize [1330] 3.73 0.956
5 Acmtg |1330| 4.55 1.435
6 ACIND [1330( 0.79 0.202
7 | ACLEGEX |1330( 0.286| 0.059
8 | Firmage [1330] 21.60 3.069
9 G-seg |1330] 23.73 | 168.35
10| Growth |1330]0.057| 0.332
11 Valid N 1330

Source: Data extracted from Annuolé

reports

from the above table:

i)

................................................................................................................................................................................................

The mean and standard deviation
values of the other terms, related fo
audit committee characteristics, of
the equation such as, ACIND, i V)
ACLEGEX, ACACCEX, ACMEET and
ACSIZE reveal that the most of the !
equity based listed companies af :
BSE under study, have complied :
like :
appointment of independent i
directors, meetings, size of the audit :
committee, legal qualifications and
qualifications of the

with the legal formalities

financial

The following inferences may be drawn iv)
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directors, without which companies
may not be listed at a stock
exchangeinindia.

The average scores of the CEOs of
the unifs under study is just 1.88,
which is less than the score of 2
allotted for a post-graduation in the
equation. It shows that a majority of
CEOs in the firms under study are
undergraduates, barring a post-
graduation from conventional
universities. The low standard
deviation of 1.2 shows that there is
no significant dispersal from the
average facts.

The mean value of audit committee
member with financial expertise
and CEO power (AcfinCEOpower)
is 1.123 times, and the standard
deviation is 0.73 times. This
moderate standard deviation
shows that there is a considerable
dispersal of the variable of audit
committee financial expertise vis-a-
vis power of the CEQOs, in the firms
understudy.

The mean value of firm age is 21. 6
years and standard deviation value
is 3.06 years. The values show that
the firms are aged near about 21
years.

The average value of number of
geographic segments (G-seg) is
about 23.73 branches, whereas the
standard deviation for the same is
168.3. A close examination of the
data states that there is a high
standard deviation due to the fact
that banking companies like Axis
Bank have high number of
branches, and companies like

Volume 41, No. I11, October 2015
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Scooters India Lid. have just 2
branches.

vi)

The Compounded Average Growth

(CAGR) rate of sales for the study

period is 5.7%.

The standard

deviation is 33%, showing that some
of the companies have high sales :
growth rate and the other have
lowest sales growth. This difference
in growth may be attributed to the
nature of the business and policies
Source: Data extracted from Annual
i reports

From the above analysis of the sample :
data, it may be concluded that the

of the companies.

most of the equity based

listed :

companies af BSE under study have,
complied with the legal formalities like

appointment of
members, members with

independent
legal

qualification and financial experts on
i this study, 88.7% of auditors issued a
background of CEO power, tenure of :
the computerization and geographical :
segments, without which compcmiesé
cannot be listed at a stock exchange in
India. Further, it may be understood that
the number of audit committee !
meetings is a legal requirement and

audit committee, education

have shown more than

the'i

requirement. Further, the sales growth i
and growth in assets base indicate that
there is a significant expansion of the :

business units,
geographical
companies.

spread of

and growth in the
the

As stated earlier, the internal control :
quality is measured by assigning scores
as '1' for adverse and '0' for favorable
audit opinion. The collected scores are
i The table above shows the Omnibus
Test of Model Coefficients based on

summarized and presented in the

following fable-.2:
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Table-2: Internal Control Quality

Observed Predicted
ICW Percentage
Correct
0 1

ICW 0 1180 0 100.0

1 150 0 0.0

Overall

Percentage 88.7

In the above table, the columns are the
ftwo predicted values of the
dependent, while the rows are the two
observed (actual) values of the
dependent. In a perfect model, all
cases will be on the diagonal and the
overall percent correct will be 100%. In

favorable internal control opinion,
11.3% auditors issued an adverse
infernal conftrol opinion. This may state
that the majority of companies have a
strong internal confrol quality. The
association between the audit
committee quality and internal confrol
quality is examined with omnibus test as
presentedin the following table-3.

Table-3: Omnibus test of Audit
Committee Quality and Internal
Control Quality

Chi-square df Sig.

Model 39.211 10 0.000

Source: Data extracted from Annual
reports



Chi-Square value at 10 degrees of i
freedom is 39.211, and the p < 0.05.
Hence, the null hypothesisis rejectedi.e
there is no significant difference in :
mean value of audit committee :
characteristics and internal control
quality indicators. Thus, it may be
concluded that the existence of an
association ship between the
independent variables and the

ESEARCH BULLETIN

dependent variable was established.
Further, the terms of audit committee
characteristics and internal conftrol
weakness are examined closely and
whether fthese independent ferms
make better prediction of the
dependent variable or nof, analyzed

with the help of Wald chi-square fest.
i The values used for the purpose are

presentedin the following table-4:

Table-4: Effectiveness of Audit Committee Quality and Internal Control quality

B S.E. Wald Df Sig.

Acfin -0.082 2.143 .001 1 0.969
CEOpower 0.924 0.595 2416 1 0.120
ACfinCEOpower -1.682 1.014 2.753 1 0.097
Acsize 0.088 0.121 0.525 1 0.469
Acmtg -0.032 0.078 0.168 1 0.682
ACIND -2.006 0.417 23.112 1 0.000
ACLEGEX 0.215 1.912 10.571 1 0.001
Firmage 0.002 0.030 0.004 1 0.950
G-seg -0.001 0.002 0.588 1 0.443
Growth -0.022 0.249 0.008 1 0.928
Constant -2.346 1.820 1.661 1 0.197
Source: Data extracted from Annual reports

Table-4 indicates that except ACIND i Conclusions

and ACLEGEX, the null hypotheses forall
other variables, such as, ACfin, i
CEOpower, ACfinCEOpower, ACsize, :
ACmtg, Firmage, G_Seg, Growth and
Constant are accepted. In other words,
regarding the ACIND and ACLEGEX, H;, :
is rejected, from which it may be?
concluded that there is a significant :
difference between internal con‘rro|§
and some of the audit committee :
characteristics, such as, ACIND and
ACLEGEX. :

The above analysis conclude that
independent directors (ACIND) and
directors with legal qualifications
(ACLEGEX) have association with the
internal control, but directors with
financial qualifications (ACfin),
manager's educational background
(CEOpower), managers with financial
qualifications (ACfinCEOpower), size of
the audit committee (Acsize), number

. of audit committee meetings (Acmtg),

Volume 41, No. I11, October 2015
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Firmage, number of meetings (G_Seg), !
Growth and Constant have no'
association with the internal control. :
Thus, it may be inferred that the |
companies may improve the internal :
control by taking more independent :
directors with legal qualifications, as
these characteristics have significant :
association with internal confrol.
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Capital Structure Practices - Empirical Evidence

from Indian Corporates

Abstract

Capital structure practices/deci-
sions assume vital significance in
corporate financialmanagement as
they influence both return and risk of
equity owners of corporate enter-
prises. Whereas excessive use of
debt may endanger their very
survival, a conservative policy with
regard to debt deprives them of its
advantages to magnify the equity
rates of refurn. The objective of this
paper is fo have an in-depth exami-
nation of the debt component in the
capital structure/financing decision
practices pursued by the 166 non-
financial companies (constituting
the BSE 200 index of the Bombay
Stock Exchange (BSE) over the
period 2001-2011; the selected
sample represented 84.32 per cent
of the total market capitalization on
the BSE, as on April 1, 2010 (Source:
Bombay Stock Exchange (BSE) web -
site). The period of the study is of
particular importance because of
the recession (originating due fo the
US financial crisis) that impacted the
world economy towards the second
-half of 2008.

Key Words

Capital Structure, Capital Structure
Ratios, Debt Component
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Infroduction

{ Capital structure decisions, if made
i judiciously, have the capability of
enhancing the returns of the company.
i There have been certain significant
i changes in the way companies plan
: their capital structure over time. What
i has been the case/evidence on capital
i structure decisions of the
i corporate firmsis the primary focus of this
! paper. The objective of this paper is to
i have an in-depth examination of the
i debt component in the capital structure
i /financing decision practices pursued
Eby the 166 non-financial companies
i (constituting the BSE 200 index of the
i Bombay Stock Exchange (BSE) over the
i period 2001-2011. For better exposition,
i this paper is divided into six sections.
Section|carries the infroduction. Section
i1l contains a detailed literature review
i related to capital structure decisions.
i Section Il
i methodology. Section IV describes the
i capital structure practices in terms of
i major capital structure ratios. The other
i equally important aspects to examine
i capital
i constitute the subject matter of this
i section. The major factors affecting

Indian

outlines the scope and

structure practices also



capital structure choices are listed in
Section V. Section VI contains conclu-
ding observations.

Literature Review

Since the seminal work of Modigliani
and Miller (MM) in 1958 stating that the
impact of financing on the value of the
firm (under certain assumptions) is
irelevant, the literature has been
expanded by many theoretical and
empirical contributions. Much of the

the assumptions made by MM, in
particular,
corporate taxes, personal taxes (Miller,
1977), bankruptcy costs (Titman, 1984),
agency costs and informational asym-
metries (Myers, 1984). According to
Weston and Brigham (1992), the optimal
capital sfructure was the one that
maximized the market value of the firm's
outstanding shares.

Preference of Equity over Debt

Gaud et al. (2005) and Ebaid (2009)
concluded that short-term debft-fo-
assets rafio and total debf-fo-assets
ratio had negative relationships with the
firm's performance (measured in ferms
ofrefurn on assefsratio).

Preference of Debt over Equity
Donaldson (1961) was perhaps the first

tfo have described firms' preferences for
internal funds over external funds, and

firms' preferences for issuing debt over
i other authors (Kremp et al., 1999; Titman
i and Wessels, 1988). Profitable firms had
i more internal financing and therefore a
i negative relationship existed between
i leverage and profitability (Rajan and
i Zingales, 1995; Booth et al., 2001).Most

equity. Chang et al. (2009) concluded
that long-term debt was the most
important source of capital in compari-
son to short-tferm and/or con-vertible
debt. Margaritis and Psillaki (2010) and
Afza and Hussain (2011) observed that

ESEARCH BULLETIN

i leverage had significant impact on the
performance of the firms.

Relevant Factors in Choosing Equity vis-
: a-vis Debt

i Jung et al. (1996) showed that firms used
equity fo finance their growth as such
i financing
i between shareholders and managers,
whereas firms with less growth opportuni-
i fies used debt as it instiled financial
: discipline (Jensen, 1986; Stulz, 1990).
emphasis has been placed onreleasing

i Faulkender and Petersen (2006) found
by taking into account i
i low in firms due to the monitoring costs.
i Vasiliou and Daskalakis (2009) investi-
i gated differences in institutional chara-
i cteristics and the resultant debt/equity
i choice of firms. Korteweg and Arthur
(2010) analyzed that the net benefits to
ithe firms increased with
i leverage firms but the benefits subse-
i quently decreased as the leverage
i increased. Haque et al. (2011) surveyed
E‘rhot better corporate governance in
i firms resulted in lower agency costs.
i Kayo and Kimura (2011) assessed the
: importance of characteristics of a firm,
i industry and country on the variance of
: firmleverage.

reduced agency cosfs

that the desired level of leverage was

low debt-

Determinants of Capital Structure

Empirical studies reported a positive
: relationship between size and leverage
: (Rajan and Zingales, 1995; Booth et al.,
i 2001;

Frank and Goyal, 2003). Less
conclusive results were reported by
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empirical studies observed positive
relationship between collaterals and
the level of debt (Rajan and Zingales,
1995; Kremp et al., 1999; Frank and
Goyal, 2003).

as an explanatory variable at the debt
level (Titman and Wessels, 1988; Kremp
et al.,, 1999; Booth et al., 2001). Bancel
and Mittoo (2004) in their survey of
European firms concluded that there
were differences in capital structures
based on dimensions like legal system
and cost of capital. Brounen et al. (2004)
examined the capital structure prac-
fices among four European countries
and compared results with those of
Graham and Harvey (2001) for US firms,
and Bancel and Mittoo (2004) for large
European publicly listed firms. Chang et
al. (2009) concluded that growth was
the most important factor in the choice
of capitalstructure.

Pecking ordertheory

According fo pecking order theory,
firms adopt a hierarchical order of
financing preferences; internal finan-
cing was preferred fo external financing
(Myers, 1984; Shyam-Sunder and Myers,
1999; Agca and Mozumdar, 2007;
Lemmon and Zender, 2010). Larger firms
exhibited greater pecking order
behavior than smaller firms (Fama and
French, 2002).

Scope and Methodology

index comprises of the top 200
companies listed with the Bombay

Stock Exchange, based on their market
i that impacted the world economy

capitalization. Out of these 200

companies, 34 companies were dffilia-

Volume 41, No. I11, October 2015

i ted to the financial sector (as on April T,
i 2010, the date of sample selection); the
i scope of this study is limited to the 166
i non-financial
i engaged in manufacturing and service
i rendering businesses.

Many authorsincluded a measure of risk

i The relevant data (secondary) were
i collected from the Capitaline data-
i base, for eleven years (2001-2011). The
other secondary data sources used fo
i substantiate any missing data were the
: Bombay Stock Exchange's welbsite and
the company's annual reports. The
i eleven years period of the study is
i divided into two sub-periods/phases to
: ascertain whether there has been any
i significant change in financing pattern
i of the companies over the years. For the
purpose of the analysis, the first six years,
i w.e.f. April 1, 2000 to March 31, 2006 (for
: brevity referred to as 2000-2001 to 2005-
£ 2006) are referred to as phase 1 and the
i next five years, w.e.f. April 1, 2006 to
i March 31,2011 (referred to as 2006-2007
i 102010-2011) asphase 2.

BSE 200 companies

i The rationale behind phase 2 beginning
i from April 1, 2006 is the Securities and
i Exchange Board of India (SEBI) regula-
i tion mandating the adherence of
i clause 49 (on corporate governance)
i by all listed companies, from April 1,
: 2006. Phase 1
i considered two independent samples.
iThe 't test has been administered to
i assess whether financing pattern
i changed during the second phase
Ecompored to the first phase, for the
i sample companies.

The Bombay Stock Exchange BSE 200

: The period of the study is of particular
i importance because of the recession

and phase 2 are

(originating due to the US financial crisis)

towards the second-half of 2008.



Consequently, the last five years of the
study (2005-2006 to 2010-2011) have
been divided into two sub-phases to

two years from 2005-2006 to 2007-2008
denote the pre-recession phase (Phase
3) and the subsequent three years
(2008-2009 to 2010-2011) denote the
purpose of this study.

To study trends and its implications, the

descriptive statistical values/positional
i Yadav, 2005) spanning from 1991-2003.
i An effort has been made to link the
i findings of these studies with the current
one with the aim to establish frends (if
s any)
i structure decision-making over the past
two decades (to provide a broader
i perspective).

initial response (in our case) was very

i Capital Structure Ratios

It is believed that follow-ups increase

i The objective of this section is to
i examine the financing pattern/policies
of the sample of 166 non-financial BSE
i 200 companies. The major ratios used for
i the purpose of analysis are debt-equity
i ratio and total debt-to-total assets (net
i of depreciation and other intangible
i and fictitious assets) ratio. In the context
i of these ratios, current liabilities were
ialso
i external obligations/debt (Sen, 1979).
Prima-facie, the response rate may be

i The corporate enterprises, prior to the
i economic liberalization of 1991, had
i debt dominated/ lop-sided capital
i structures which on consideration of the
i canons of corporate financing, was
i highly imprudent (Khan, 2011). For the
i purpose of analysis, book values (as
i shown in the balance sheet) have been
i employed (Chakraborty, 1977).

values, i.e., mean, standard deviation,
coefficient of variation, skew, kurtosis,
median, quartile 1 and quartile 3 have
been computed foreachyear.

The research instrument for primary
data consisted of a mailed question-
naire (Paolo et al., 2009). However, the

poor; only eight companies responded.

the response rate (Fox et al., 1988).
Subsequently two reminders, one
through post and other through email
were sent to the remaining companies.
Personal contacts were also established
with the companies located in and
around Delhi. This part of the analysis is
based on 31 responses received out of
166 after 2reminders (aresponse rate of
18.67 percent).

seen as low; however, the number of
respondents and the response rate are
similar to previous studies using a similar
method (Jain and Kumar, 1997; Jain
and Yadav, 2000; Jain and Yadav,
2005). Also, considering that the survey
was addressed fo fime-constrained
CFOs, as well as the commercial
sensitivity of some of the requested

i information,
i considered a good and adequate
i response (Templetonetal., 1997).
ascertain the impact of recession. The

i The entire set of data has been analyzed
: using Microsoft Excel spreadsheets and
i the statistics software SPSS, namely,
i Statistical Package for Social Sciences.
post-recession phase (Phase 4) for the

It is pertinent to state here that the
i authors have conducted three more
: studiesin the past (Jain and Kumar, 1997;

ESEARCH BULLETIN

perhaps, this may be

Jain and Yadav, 2000 and Jain and

in certain aspects of capital

included in computing total
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Gross Debt-Equity (D/E) Ratio

Relevant data in terms of mean,
standard deviation, coefficient of
variation, skew, kurtosis, median and
quartiles (1 and 3) for 2001-2011 are
presentedin Table 1. The D/Eratio of the
sample companies lies in the range of

value of greater than one (1.24) for the
eleven-year period covered by the
study signifies that debt has been a
major source of financing for the sample
of non-financial BSE 200 companies. This
finding, however, is in sharp contrast to
the nearly 2:1 debt-equity ratioreported
by Jain and Kumar (1997) on Indian
private sector enterprises for the period
1985-1995; on the contrary, it is similar to
the findings of later studies of Jain and
Yadav (2000) on Indian private sector
enterprises for a period of 1991-1998,
which reported an average D/E ratio of

Indian public sector entferprises over a
period of 1991-2003, indicating a D/E
rafio of 1.16. By and large (based on
these studies), it appears safe to
conclude that debt levels are reducing
in Indian corporate enterprises over
fime. Figurel exhibits the trend of the
D/Eratios.

variation figuresindicate high degree of
volatility within the sample. Skew
denotes that very few companies
reported high values of D/E ratio
(supported by kurtosis as well).
However, there is no statistically signifi-
cant change in the capital structure
choices in phase 2 over phase 1 as well
as phase 4 over phase 3 (evident
through the paired samples ft-fest)
indicating perhaps that the individual
companies in the sample exhibited a

Volume 41, No. I11, October 2015

i varying range of D/E mix in their capital
i structures through the period of the
study. This is also an indication of unique
i capital structures being followed by the
i sample companies and no uniform D/E
mix emerging as the choice of majority
i of companies in framing their capital
i structure policies.

1.07 to 1.37 during 2001-2011. The mean

i The frequency distribution (Table 2) of
i the D/E ratio is insightful. The companies
: having a D/E ratio of 0-1 showed a dip in
i the year 2003 but then has increased
substantially towards around 50 per cent
iof the sample companies
i subsequent years of phase 2. The
companies having a debt-equity rafio of
:2-5 have shown a decrease in
! proportion in phase 2 vis-a-vis phase 1.
: From the distribution, it is evident that
i companies have decreased debt in
i their capital
proportions fowards lower proportions.
1.45 and of Jain and Yadav (2005) on

! Further, it was desired to understand the
long-term vis-a-vis short-term compo-
i nents of the total debt of the sample
i companies. Therefore, long-term debt-
i fo-equity and short-term obligations-to-
i equity ratios were calculated separately
i and analyzed.

in the

structure from high

: Long-term Debt-Equity (LTD/E) Ratio
Standard deviation and coefficient of :

i Relevant data
i standard deviation,
i variation, skew, kurfosis, median and
i quartiles (1 and 3) for 2001-2011 are
i presented in Table 3. The LTD/E ratio of
i the sample companies lies in the range
iof 0.52 to 0.71 during 2001-2011. The
i mean value of less than one (0.60) for
i the eleven-year period covered by the
i study signifies that long-term debt has
i been relatively less important vis-G-vis
equity as a source of financing for the

in terms of mean,
coefficient of
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sample of non-financial BSE 200
companies. Standard deviation and
coefficient of variation figures indicate
high degree of volatfility within the
sample. As with the D/E ratio, the skew
and kurfosis again indicate that only
few companiesreported a high value of
LTD/E ratio. There is no statistically
significant change in the capital
structure choicesin phase 2 over phase

(evident through the paired samples -
fest). Figure 2 exhibits the frend of the
LTD/E ratios.

The frequency distribution (Table 4) of
the LTD/E ratio is revealing. The
percentage of companies having a
LTD/E ratfio of 0-1 has hovered around
62.26 to 72.39 over the period of the
study. The companies having a long-
term debt-equity ratio of 5-10 have

phase 2 vis-a-vis phase 1 with a value of
Opercentin2011.

Ratio

Relevant data for 2001-2011 (and the
four phases) are presented in Table 5.
The STO/E ratio of the sample compa-
nies lies in the range of 0.64 to 0.99

for the eleven-year period covered by
the study signifies that short-term
obligations have been the larger
component than long-term debft for the
sample companies. Standard deviation
and coefficient of variation figures
indicate high degree of volatility within
the sample. Keeping in with the D/E and
LTD/E ratios, the skew and kurtosis again
indicate that few companies recorded
large values of STD/E ratfio. However,
there is a statistically significant change

Volume 41, No. I11, October 2015

i inthe share of short-term obligations as a
i component of debt in phase 2 over
phase 1 as well as phase 4 over phase 3
i (evident through the paired samples t-
i fest)
companies exhibit a varying range of
i STO/E mix in their capital structures
i throughout the period of the study.
: Figure 3 exhibits the trend of the STO/E
i ratios.

1 as well as phase 4 over phase 3

i The frequency distribution (Table 6) of
i the STO/E ratio indicates that majority of
i the companies have a STO/E ratio of less
ithan 2. Also,
i companies having a STO/E ratio of 0-1
i has hovered between 57.79 per cent in
£ 2003 to 78.18 in 2011. The companies
i having a debt-equity ratio of 5-10 have
shown an increase in proportion in
i phase 2 vis-a-vis phase 1 with a value of 0
i percentin2001.

shown a decrease in proportion in

i By and large, after considering the three
ratios, and after comparing the findings
i with the three earlier studies, it appears
Short-term Obligations-Equity (STO/E) :
i offloaded debt
i structure) in favor of equity (over fime,
i i.e., the past two decades (1991-2011)).
Also, within debt, there appears to be a
i shift from long-term debt to short-term
i debtinstruments.

during 2001-2011. The mean value 0.80

i There seems o be an almost even split in
i the opinion of sample companies on
i whether debt is likely to be the mainstay
i of the sample companies in the future
also. It is eloquently borne out the
i relevant data containedin Table 7, which
i indicates that nearly half of the sample
i companies hold the view that the debt-
i equity ratio should be maintained around
i 2:1 or higher than 2:1. This is similar to the
i survey findings of Jain and Yadav (2000)
i on private sector enterprises and Jain

indicating that the sample

the percentage of

that the Indian companies have

(in their capital
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and Yadav (20095)

D/Eratio of 2:1 ormore.

Table 7: Opinion Regarding Desired
Level of Debt-Equity Ratio to be !

Maintained by Sample Companies

Debt-equity ratio should | Percentage
be maintained around
Lessthan 1 17.39
1:1 34.78
2:1 43.47
3:1 4.34
Greaterthan 3 0.00

The survey also sought from the sample
companies the probable reasons for

survey identfifies the two major reasons:
(i) debt is cheaper than equity and (ii)

equity in terms of callability clause,
repayment schedule, etc (Table 8). This s
similar to the findings of Jain and Kumar
(1997) and Jain and Yadav (2005).

Table 8: Reasons for Preferring Debt Over
Equity as Cited by Sample Companies

Reasons for preferring Percentage
debt over equity
Debtischeaperthan |50.00 (30.76)

equity

Debtis more flexible than
equity in terms of callabi-
lity clause, repayment
schedules, efc.

46.15(19.23)

Volume 41, No. I11, October 2015

on public sector
undertakings where nearly half of the
sample companies preferred to have a :

Itis easier toraise
debtasinvestors are
risk averse and equity

isrisk capital

23.07 (3.84)

The perceived
advantage of
flexibility in payment
of dividendis more
illusory thanreal

3.84(-)

Any other * 15.38 (15.38)

ENofes: (i) Figures in brackets indicate
i that the reason mentioned has been
cited exclusively by the respondents. (-)
iindicates not even one BSE 200
company uses the technique
i exclusively.

(i) These notes are applicable to all
i other tables prepared on the basis of
i survey.

their preference for debt (if any). The

i * Includes 'debt provides tax shelter’; it
implies that debtis cheaperthan equity.
debt is more flexible an insfrument than

i It was of equal interest to ascertain the
i reasons of practicing managers of the
i sample companies for raising more
i equity (Table 9). 'Firm can go for projects
involving higher risk' and 'firm is in a
i better position to face downturns' have
i been mentioned as the two major
factors for the preference of equity. The
i factors "flexibility in paying dividends"
i and "the firm is not under obligations to
i pay dividends" are no
i favored factors for raising equity. It is a
i sign of growing professionalism among
i the finance managers of the sample
i companies. In earlier studies carried out
£in India, the factor "equity capital does
i not carry cost"has been cited as a major
ireason of using equity by a sizeable
i number of private corporate firms in

longer the



India and south-east Asia (Jain and

Kumar, 1997).

Table 9: Reasons for Using Predomi-
nantly More Equity as Cited by Sample

i capital  structures
i these reasons, perhaps, the majority of
i sample companies (62.50 per cent)
i have stated that debt should not be
i fapped to the maximum extent (Table

ESEARCH BULLETIN

(Myers, 1984). For

Companies 10). The above findings are also similar to
i the findings of an earlier study of the
Reasonsforusing | Percentage | : public sector enterprises in India (Jain
predominantly : and Yadav, 2005).
more equity
: Table 10: Opinion Regarding Utilization of
Equity is easy toraise 18.75 i Debt to Maximum Extent by Sample
: Companies
Firmis notunder 0.00 :
obligations to pay Debtshould be tapped |Percentage
dividends to maximum extent
There is flexibility 0.00 Yes 37.50
in paying dividends
No 62.50
Any other* 81.25 :
{ Factors Affecting Capital Structure

*Includes 'frm can go for projects
better position to face downturns'.

These factors are in conformity with
sound principles of financial manage-
ment to be followed in designing
capitalstructure. These factorsreinforce

professionalism in managing sample
companies.

It appears from the above that the
sample companies are quite conscious

of the advantages accruing from using :
equity; they also seem to be equally :
cautious being beset with debt
dominated capital structure. Perhaps,
the sample companies are now more
conscious about the bankruptcy costs
associated with large debt (Titman, !
lower agency costs due fto

1984),
greater equity and

informational i
asymmetries and their impact on :

i Choice

involving higher risk' and 'firm is in a

: The majority of the sample companies in
ithe survey endorses that capital
i structure has been affected (towards
Ereloﬁvely more equity) in the wake of
i India's liberalization and globalization
i (Tables 11 and 12).

the earlier contention of greater

 Table 11: Opinion Regarding Changes
! Affected in the Capital Structure of the
: Company, in the wake of Liberalization
: of the Country's Economy and Globali-

zation
Option Percentage
Yes 48.14
Expectedinnear 7.40
future
No 44.44

Volume 41, No. I11, October 2015
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A shift fowards more equity in the
capital structure of the companiesis an
indication of the increasingly important
role that the capital markets of the
country are to play in raising finance for
the companies.

i Concluding Observations

The study succinctly brings to fore that
i debt (which was the most important
EconsTi’ruenT of corporate financing in
i pre-economic liberalization) is steadily

i being replaced by equity for the

Table 12: Nature of Changes (if any) in
the Capital Structure of the Company, in
the wake of Liberalization of the
Country's Economy and Globalization

Option Percentage
More Equity 53.84
More Debt 46.15

Itis corroborated by the fact that nearly
60 per cent of the respondent
companies state that capital markets
are increasingly being tapped tfo raise
finance (Table 13).

Emojorify of the sample companies in
i India. Equity financing reduces agency
i costs (Jung et al., 1996) and helps in
i dealing with informational asymmetries
i (Myers, 1984). These perhaps could also
ibe
increasing preference of equity vis-a-vis
i debt.

important contributors to the

Also, the sample companies seem to be
i well conscious of the downside of a debt
i dominated capital structure. This gets
i support from many aspectsindicated by
i the survey: (i) retained earnings have
: been cited as the most preferred source
iby the sample companies;

(i) the

i majority of the sample companies opine

Table 13: Extent of Dependence on the
Capital Market in the wake of Opening :
Up of the Economy

Option Percentage
Increased 59.09
Remainsunchanged 31.81
Decreased 9.09

The survey highlights financial risk, :
stability in sales and profits and
corporate control as the three majorjor
factors governing the capital structure
decision of Indian corporate (Table 14).

iThe sample companies
i profitable operations) in view of large
{ intfernal cash accruals at their disposal to

i that debt should not be used to the
i maximum extent; and (i) while favoring
i equity they have stated, inter-alia, the
: enterprise is in better position to face
i bad periods compared to firms having
high D/E ratio and the companies can
i go for projectsinvolving higherrisk. These
i findings of the survey lead us to believe
: that there is an emerging trend towards
i equity financing taking a dominant role
i (erstwhile occupied by debt)
i corporate financing (in the times to
i come).

in

(having

i meet their investment requirements, are

These findings are similar to the findings
of Bancel and Mittoo (2004), Vasiliou :
and Daskalakis (2009), Chang et al.
(2009) and Kayo and Kimura (2011).

Volume 41, No. I11, October 2015

i using less amount of debt as external
: financing requirement not because

they have low target debt ratios, but

i because of preference for internally
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generated funds. This again flouts sound
tenefts of finance theory. Such firms, due
to favorable financial leverage, could
have magnified their RoR (rate of return)
for their equity owners by employing
higher debt. In this regard, hence, the
tax-shield on interest is now being
regarded as a secondary consideration

in designing capital structure.
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Economic Empowerment and Women-owned
Micro and Small Enterprises in India - A Study
with special reference to Engineering Sector of

Howrah, West Bengal

Abstract

In any developing country like India,
Micro, Small and Medium Enterprises
(MSMEs) specially Micro and Small
Enterprises (MSEs) are considered to
be most vibrant sector with high
potentiality inintroducing appraising
level of production, export promo-
fion and employment generation at
nominal capital base. These efforts
of MSEs welcome socio-economic
development in our society in
different dimensions. If MSEs are
attached with the marginalized
women section of our society, they
will invite gender inclusion in
entrepreneurial operation. Women-
owned MSEs spread their hands in
empowering the very gender from
all corners specially economic, the
energizing source of other areas of
empowerment. In India, women-
owned MSEs are found to be very
nominal in comparison with the
male-owned ones. Amongst diffe-
rent states of India, West Bengal (WB)
is taken as a significant contributor so
far as the number of women-owned
MSEs and their performance are
concerned. In overall performance
of MSEs, WB always appreciates the
role of engineering sector of
Howrah, formerly known as Birmin-
gham of the East. Though men

Manidipa Das Gupta

ship under their purview which are
constantly empowering the women
attached with these with their
economic performance irespective
of having some froubles sometimes.
But the scale of smoothness in
operation of women-owned engi-
neering MSEs sometimes varies
based on the gender combinationin
ownership i.e. women in ownership
with  men which will have high
impact on the level of empower-
ment of the women-owners atta-
ched with different natures of owner-
ship. The present paper, therefore,
aims at focusing on the scale of
empowerment of the women-
owners of MSEs in association with
the nature of entrepreneurship and
also recommending some sugges-
tionsin this very respect.

Key Words
Economic Empowerment, Micro
and Small Enterprises, Women-

owned Micro and Small Enterprises,
Engineering, Howrah

Introduction

J c 2 India, the developing country since its
dominated, the engineering MSEs of i very independence is fremendously
Howrah also found women owner- : qffering due to unemployment and

Volume 41, No. I11, October 2015 88



underemployment and resultantly for
poverty, socio-economic unrest,
disparity etc. Therefore, somehow to
resolve the contemporaneous socio-
economic hazards, self-employment
creation is considered to be the main
way out. In this very context, Micro and
Small Enterprises (MSEs) [formerly known
as Tiny and Small Scale Industry (SSI)]
can be regarded as the most vibrant
entrepreneurial platform which offers
self-employment opportunity with
nominal amount of investment in plant
and machineries, net worth and input
for production level and introduced
huge confribution in employment

level of production (¥ 747031.53 crore'),

export promotion (X 76073.95 crore?)
and gross value addition (% 275700.65°%).

economic development of the society if

they can invite women to take part in
the self-employment generating
i level of MSEs which is considered as
{ premier in
i performance of MSEs in national level,
i WB appreciates the role of engineering
i sector of Howrah, the former Birmin-
gham of the East®. Though MSEs Enginee-
iring sector (specially light one)
i Howrah is mainly male-dominated,
iwomen are also found to take their
i footsteps very primitively which up-
i grades their socio-economic status but

practices. Women participation in
ownership level (at maturity proportion
atmore than 51%] is firmly regarded as a
means to gain women self-respect, self-
esfeem and self-confidence with
economic freedom in all of their
domestic and external socio-economic
fields of activity. With this promotional
effort, MSEs can form a better gender
inclusive atmosphere in the ownership
pattern and empowers the women in

multifaceted dimensions out of which
fin their very way of survival in different
: functional
i related issues consider special em-
phasis. Therefore, a focus can be thrown
4 ibid

kitchen-oriented activities of 3 Ps (Pickle, i

financial/economic perspective is the
main notable one, forits ever supportive
role in other areas of empowerment.
Women-owned MSEs, with the passage
of fime and education extend their

1 All India Fourth Census Report, Office of the Development

Commissioner, Ministry of MSME, 2006-2007
2ibid

ESEARCH BULLETIN

i Powder and Paddad) to modern 3Es
i (Energy, Electronics and Engineering)
i (Goyal and Parkash, 2011). But women-
iowned MSEs have to bear more
i enduring effort to survive successfully in
i the competitive arena than that of their
i men counterpart. In the entrepreneurial
i effort, the main constraint to women
entrepreneur is nothing but that is they
i are women. They have to fight against
i different functional
idue to several genders insensitive
i avoidable/unavoidable circumstantial
 issues out of which financial bottlenecks
i in different dimensions are especially
 mentionable.

generation (8758242 persons') with high

i InIndia, West Bengal (WB) claims special
i attention due to the
: performance of MSEs which makes it as
i a most promising confributor in this
MSEs can add more flavor in the socio-
: notable performer in the national level’.

mismanagement

remarkable

respect in the Eastern Region and a

Besides, WB carries a significant
proportion of women in the ownership

India®.

In the enduring

of

side-by-side throw a forceful challenge

areas of which finance-

5 WB contains 20.80 lakh unregistered and 64611 registered
working MSMEs of which 2.05 lakh and 4.42 thousand are
owned by women respectively just after Tamil Nadu and
Kerala (AllIndia Fourth Census Report, 2006-2007)

¢ 6 Howrah contains 9489 registered MSMEs just after Kolkata

12601 (MSME Development Institute, Kolkata, 2011-2012)
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fo measure the condition of women-
owned engineering MSEs in Howrah or
how well the women owners of the men
dominated respective area can be
empowered economically.

i 2013; Vijayakumar and Jaychitra, 2013)
i gave high importance to MSMEs for their
i promotional attitude towards including
i culturally backward section of our
i society in the mains-tfreaming economic

: activities. Okafor and Mordi (2010), Pines

The remainder parts of the present study
are designed intfo seven sections.
Section 2 narrates the related literature
in this regard. The objective of the study
here is designed in Section 3. The
theoretical aspects with practical
evidence of women empowerment
and women ownership in Micro, Small
and Medium Enterprises (MSME) in India
are focused in Section 4. Section 5
highlights the methodology portion of
this study. Section é exhibits the analysis,
interpretation and findings of the study.
The conclusion and recommendations
arereflectedinSection?7.

i et.al. (2010) found different environmen-
i tal factors in women owned MSME
 which would have positive and
i negative correlation with it and thus
Ecould be defined as motivating and
i hindering factors respectively. As per
i their opinion, in developing country,
i 'necessity’ would be considered as the
i main motivating factor behind women
! participation in enterprises. But women

in India have to face tremendous

i frouble in their enfrepreneurial opera-
i fion mainly due to the orthodox and
 fraditional socio cultural environment,
i lack of education, technical skill etc.

i Bekele and Worku (2008), Imyxai and

Review ofthe related literature

Takashi (2010) found gender difference

i in accessing credit, particularly formal

Present study has been constructed
with the support of different books,
periodical and otherresearch work. The
literature reviewed fill date can be
enumerated as follows.

credit, government policy and lack of
i innovation as the main hindering factors
{in the partici-pation of women in the
very enterprises which would make the
i women-owned MSMEs underperformed

i comparing to male-owned ones. In this

According to Malhotra et. al. (2002) and
later on UNDP Report (2008b), women
would be empowered if they could
have the capacity to recognize and
utlilise the accessed assets individually
or collectively in their own interest.
Narayan (2002) and after that Golla et.
al. (2011) reviewed the concept of
economic empowerment in this re- i
spect. As per Vijayakumar and Naresh
(2013), since fifth five year plan women
role is being recognized with a market
shift approach from women welfare to
women development and employ-
ment. Some researchers (Palaniappan
et. al., 2012; Sharma et. al.,, 2012; Shah,

Volume 41, No. I11, October 2015

i issue, some researchers (Stevenson and
i Onge, 2005; Rajalakshmi, 2014; Devi,
:2015)
i developmental goals from the end of
i women-owned units and also from the
ipart of government to fill up the
i discrimination between male and
: female-owned units.

sugges-ted to frame self-

: Thus based on the related literature so
i far been reviewed, it can be found out
: that no significant study here has been
i made to detect the level of economic
i empowerment of women owners of
{ MSEs in India specifically in engineering

MSEs of Howrah. Therefore, based on the



research gap the present study has
beentakeninto consideration.

imajor
i empowerment, measured in different
i areas
: familial/interpersonal,
i psychological where different contribu-

Objective ofthe present paper

The objectives of the present paper can
be structured as follows:

ESEARCH BULLETIN

i Several researchers (Malhotra, et.al.,
i 2002) in this context, have detected the

components of women

socio-cultural,
legal, political,

like economic,

i tories are found under two main broad

e To examine how far the women in
ownership of different nature (like
sole proprietorship efc.) in engi-
neering MSEs of Howrah are being
economically empowered,

groups - Household and Community. In
i this regard, the economic strength and
i freedom enhance the capability of
Ewomen to up skip the effect of other
i areas of empowerment. In this context,

i Malhotra, et. al. (2002) identified total

e Torecommend some suggestions for
furtherimprovementin this context.

i eight contributory elements under
i women economic empowerment. In

: Household group of economic em-

Women Empowerment and Women
Ownership in MSMEs in India - An
Overview

i powerment three elements - Women's
EConTroI over Income, Contribution fo
i Family Support, Access to and Control of

i Family Resources are fiund, while the

Women comprise special roles in
developing socio-economic environ- :
ment of a country. Through partici-
pating in entrepreneurial effort, they :
ensure empowerment in their own :
surface. 'Empowerment' can be consi-
dered as a way to have
inclusion” of the marginalized excluded
group of society and can be defined as :

'social :

the enhancement of asset and :
capabilities of diverse individuals and
groups to engage, influence and hold
accountable the institutions which :
affect them (Narayan, 20002). UNDP
(2008) com-mented here that women
empower-ment can be justified if they :
have the sense of self-worth and also
several rights to choices, power tfo
control their own lives and ability to
influence the direction of social change
efc. (UNDP, 2008b).

7 The removal of institutional barriers and enhancement of
incentives to increase the access of diverse individuals and
groups to assets and development opportunities (Narayan, :
2002) :

: Community group holds eight elements -
:Women access to employment,
: Ownership of Assets and Land, Access to
i Credit, Access to Market, Involvement
i and/or representation in local market.
: Women can economically be empow-
i ered if they have both the ability to
i succeed and advance economically
i with the adequate

resources to

: compete in markets and the power to
i make and act with the benefit from
economic activities and abilities to
: make and act on decisions and confrol

resources and profit (Gollaet. al., 2011).

: Women participation in ownership of
i MSEs® ensures the appraising scale of
empowerment with nominal input base.
i In India, women participation in large

8 Manufacturing Micro, Small and Medium Enterprises should

have investment in plant and machineries to the extent of ¥
25 lakh and ¥ 25 lakh to X 5 crore and ¥ 5 crore to % 10 crore
respectively, while the service rendering MSEs should have
the maximum limit of investment in equipment of 10 lakh
and¥ 10 lakh to X 2 crore and X 2 crore to % 5 crore respec-
tively [Micro, Small and Medium Enterprises Development
(MSMED) Act, 2006]
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and medium scale ownership is af its
primitive stage. Maximum number of
women owners is found to be attached
with MSEs only. As per the Fourth Census
Report (2006-2007), only 13.72% of total
Micro, Small and Medium Enterprises
(MSMEs) sector were found under the

Table 1: Women-Owned MSMEs in India

iwas in MSEs. The concerned census
ireport also commented that the
{ maximum number of women-owned
i MSMEs was found in manufacturing,
i perennial and proprietary as per nature
Eof activity, operation and type of
i organizationrespectively (Table-1).
ownership of women of which 99.95%

(no. in thousand)

Characteristics Women Men
Enterprise
Micro 210.66 1274.10
Small 3.88 72.65
Medium 0.11 2.57
Total 214.65 1349.32
Activity
Manufacturing 108.34 1049.39
Service 87.96 262.37
Repairing 18.36 252.21
Total 214.66 156.97
Operation 1305.65
Perennial 208.47
Seasonal 5.33 41.06
Casual 0.86 2.61
Total 214.66 1349.32
Type of Organisation
Proprietorship 184.70 1224.06
Partnership 5.62 57.11
Private Ltd. Company 2.48 40.94
Public Ltd. Company 0.79 7.60
Cooperative 1.09 3.63
Others 19.97 15.99
Total 214.65 1349.33

Source: All India Fourth Census Report (2006-2007)

Methodology of the present paper
Study

: one with an intensive investigation and
i careful analysis. Beside the secondary

: sources, data of the present paper have

Methodology followed in the present
study is predominantly a Descriptive

Volume 41, No. I11, October 2015

also been collected through primary

Esurvey (January 2013 to September



2013) among 34 registered (DIC,
Howrah, 2006-2007 to 2010-2011)
women-owned urban light engineering

has been conductedin the urban areas
clustered
Road, Panchanantala, Malipan-
chgara, Shealdanga and Kamar-
danga. The units have been selected
randomly through simple random
sampling method from 50 total
population of units with 70 women
owners of the same parameters. The
confributories of women economic
empowerment could be detected with

(Malhotra, et.al, 2012; Gollaet. al, 2011).

The samples have been visited perso-
nally and

collected through interview and

of confribution of the elements of
economic empowerment (Figure - 1) in
empowering the women owners. In this
context, to specify this, a 5 point Rating
Scale (1 =not contributory at all, 2 = not
very contributory, 3 = somewhat
contributory, 4 = contributory and 5 =
highly contributory) has been used.

Therefore, to have concrete response of
the surveyed samples, a 5 point rating
scale have been summarised in three
categories as follows.

(i) Not Contributory (1)

9 Units were taken as the surveyed sample ones. Women- :
owned Engineering MSEs were found mainly in urban :
areas. So fo getinformation conveniently, the areas have :

been chosen.

10 Here, the term ‘surveyed sample units' means surveyed
sample women-owned Micro and Small engineering :

unifs.

i Contributory
i Confributory (3)}and
MSEs’ containing 52 women owners in
their ownership structure. Primary survey :
i Highly Contributory (5)}

in Beneras Road, Belilious

i The data obtained through primary
i survey have been tabulated and
i analysed using non-parametric Chi-
Square (x°) test (Snedecor and Irwin
{ Formula) to ascertain the degree of
: association between the confributory
i elements of economic empowerment
i with nature of ownership
i proprietorship etc.
reference to different research studies

The formula used in the present study,
i with the change of notations, stands as
i follows.

information have been ! . , ,
cted rview A =TT X (o7 T) -1,/ TH
questionnaire. In the questionnaire, the
women-owners of the surveyed sample
units'® were asked to specify the degree
i Here, T (in place of G) = Total surveyed
i sample units, T, (in place of C,) = Total of
i Group A, T, (in place of C,) = Total of
Group B, T, (in place of R) = Total number
i of sample units in specific rank, a, / T, =
: Number of surveyed sample units in the
i specific ranking / corresponding total
i number of sample units.

ESEARCH BULLETIN

(i) Not Fully Contributory {Not Very
(2) + Somewhat

(iii) Fully Contributory {Confributory (4) +

like sole

{Goulden, (Second Ed.)}

This formula has been used to fest the
: hypothesis for degree of freedom (d.f.) 3
i i.e. (no.ofrows-1).

Analysis, Testing and Findings of the Study

I. Analysis

e Ownership Patterns of the surveyed
sample units: In the surveyed sample
units, beside Sole Proprietorship (SP),

Volume 41, No. I11, October 2015
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women ownership has also concen-
trated under Partnership (Pt.) and
Private Limited Company (PvT.)E
ownership patterns, clubbed under
‘'other than SP' units. But in Pt. and Pvt.,
no sole ownership of women has i
been detected. They were in joint :
ownership with their men counter
parts. In the ownership structure of Pt.
and Pvt., 40% (16 persons) and 27.27%
(15 persons) of the total ownership
have been occupied by women :
(Table-2). :

40
55

Total
21
116 (52 women, 64 men)

e Contributory elements of economic
empowerment of women-owned
engineering MSEs :

24
40
64

Men

In economic empowerment related
issues, 5 contributories under two groups,
Household (2 contributories) and
Community (3 confributories) have been
detected as significant ones holding at
least 51 percent, i.e., majority responses in
their favour i.e. in fully responsible :
category of the five-point rating scale [4
(responsible) and/or 5 (highly i
responsible)]. The concerned five
conftributories are (a) Women Control over
Income, (b) Contribution fo family support,
(c) Access to Employment, (d) Access fo
Credit and (e) Involvement and/or
representation in the local market (Table -
3). Among the 5 contributories, Women
Control over Income has been found as
the most significant one, containing
76.92% responses of the total surveyed
sample units in the fully responsible :
category (Table - 3). Therefore, the study
would be contfinued with the significant
contributories under two groups -
'Household' and 'Community' and the
dimension, 'nature of ownership' with two
sub-dimensions - Sole Proprietorship (SP)
and Other than SP (Partnership and
Private Ltd. Company) (Figure - 1). :

Owned with men

Women
16
15
31

Women Owners (number)

Solely Owned
21
21

Table - 2: Ownership Pattern Surveyed Sample Units

Units having
Women Ownership
(number)

21
8
5

34

Sole Proprietorship, Pt.= Partnership, Pvt.= Private Limited Company

Source: Primary Survey (January 2013 - September 2013)

Ownership
Pattern
SP
Pt
Pvt
Total
SP
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Il. Hypotheses Framing and Testing

Considering the dimensions of the study
in mind, the following hypotheses can
beinferred;

H,: There is no significant association
between the degree of conftribution of

the elements of economic empower-
i between concerned conftributory

and the nature of ownership of the i elementsandnature of ownership.

women-owned engineering MSEs in :
: lll. Findings:

ment under the group of 'Household'

empowering the women owners
economically.

H,: There is no significant association
between the degree of contribution of
the elements of economic empower-
ment under the group of 'Community'

women-owned engineering MSEs in
empowering the women owners
economically.

It may be mentioned in this context that,
the responses of the concerned
responding samples to 2 point fo 5 point
of the rafing scale (i.e., not very
contributory, somewhat contributory,
confributory and highly conftributory)
have been considered ignoring the
responses to point 1 (not contributory at

contributing elements as significant
one.

The response patterns of the concerned

economic empowerment and fthe
presentedinTable - 4.

As per the responses of the surveyed

i samples
i rejected for the first two contributory
i elements under the group Community
ii.e. Access to Credit and Access fo
i Market, while in the other element of this
group i.e. Involvement and/or represen-
i tation
elements under 'Household' group, no

ESEARCH BULLETIN

(Table - 4), HO has been

in Local Market and all the

significant association has been foundin

i Women ownership under SP (DA) have
i responded in favour of the contributory
elements under Community group with
i rejected HO, lesser than the other group
: of ownership i.e. in other than SP (DB).
Ond fhe nofure Of ownership Of The DA, in Th|$ COnTeXT, hOS TO perform O” Of
i their professional
without any administrative help of other
i owners. In this context, they may not be
i able to approach all the financial
 institutions to arrange credit finance orin
i thismatter, banks etc. may not be assure
i regarding the credibility aspects of the
i women owners of the very units having
i lesser manpower strength. Moreover,
banks or other financial institutions may
inot have any assurance on the
gsuccessful operation of the enterprise
all) since it indicates the number of : owned and operated solely by women.
respondents not pointing out any of the | All these make the concerned group
i lesser responsive in the favour of the
i confributory element 'access to credit'
i than DB which can have the support of
i male owners in their finance related
units of the one dimension on the i matters.Inthe same line, DA individually
respective contributory elements of | may not be able to access market by
imeeting supplier
results of hypotheses testing are i constantly due to lack of manpower
i support in  administration. Moreover,
they may not distribute their products in
i market through different channels due

i fo lack of information and marketing

operation solely

and customer
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knowledge. Sometimes, they have to
consider costlier distribution channel
which force them to bear huge burden.
These hazards may be overcome by
other group of respondents who may
have the assistance of other men
owners in administration and may opft
involvements in marketing related
matters.

SP units generally are found to suffer
hugely in their functional operation than
other types of unit mainly due to lack of
administrative and manpower support
which may be aggravated in women

owners in SP thus face froubles in
financial and market-related issues
mainly for collection of adequate
amount of credit which may make
them lesser empowered in economic
area fthan the other group of
respondents. This may give a view thatin
engineering MSEs of Howrah, if women
ownership is found with men (Pt. and
Pvt. in the study), they would be more
economically empowered than the
women having sole ownership.

Conclusion and Recommendations

In any society, women-owned MSEs are
facing tremendous challenge mainly
due to gender blind or gender
insensifive macroeconomic policies,
complex tax policies and compliance
procedures, complex registration and
licensing procedures, lack of socio-
cultural acceptance for the role of

to appropriate business premises efc.
(Stevenson and St. Onge, 2005). This
situation is reflected in India by the
deteriorating number and condition of
women-owned working MSMEs (7.36%

iof 361.76
i detected to be women-owned as per
i Fourth Census Report, 2006-2007, while
£ 10.11% as per Third Census Report, 2001-
i 2002). All these issues, therefore, hinder
the positive effect of women ownership
i i.e.empowermentin different angles.
also for suggestion with active

EAs per the present study, though the
iwomen owned engineering MSEs of
Howrah to some extent offer economic
i empowerment to the women owners
i under its purview, the degree varies
i significantly on the basis of the
i ownership patterni.e. SP and Other than
i SP. The women-owners of SP units do not
ownership. In this study, the women
i from where they can easily avail of their
i required fund. They cannot forecast
i their financial requirement for which
iprompt approach to financial
{ institutions may not be possible for them.
: Moreover, the units cannot maintain the
i papers required to get credit from the
financial institutions. Besides, the lack of
i fraining in marketing, advertisement skills
i efc. make the women
i economically empowered than the
i other group of respondents. All these
i make the flavor of women empower-
: ment in the respective units in economi-
i cal ground partial and may prove the
i fact that women in engineering MSEs
without getting participation of men in
i ownership may not be empowered to
the fullest possible extent in the area of
ieconomy. Moreover,
i owners cannot cope up with the strict
i competition due to their lack of
i professionalism.

women entrepreneurs, limited access :

i Now to get the full essence of women
i empowerment in economic areaq, the
i following recommendations may be
i offered to the respective associated
! parties.

ESEARCH BULLETIN

lokh MSMEs have been

even know the varied financial source

owners lesser

the women
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The Financial Institutions may (i)

infroduce special venture capital :
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Financial Performance Analysis of Select
Pharmaceutical Companies in India: An
Application of TOPSIS Method

Abstract

The aim of this study is fo analyse the
financial performance of select
fwenty eight NSE listed pharma-
ceutical companies during the
period 2001-2012 with the help of
TOPSIS method. Accordingly,
Shannon's enfropy method has
been used to determine the weights
of select seven accounting ratios. In
our entire study, highest perfor-
mance has been observed for
Glaxosmit and Ajanta Pharma has
obtained the lowest position as per
the ranking of the composite index. It
is further observed that, for the other
sample companies during the study
period, high statistically significant
association has been observed
between composite index based
ranking and liquidity as well as
efficiency, though low significant
association has been observed
between profitability based ranking
and composite index.

Key Words

Shannoy's Entropy, TOPSIS
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 reflects the strength and weakness of a
i company. Financial performance is a
i picture of a company's financial ability
i fo achieve financial targets and a
i reflection of the condition of the
company's management to the public
i (Anthony and Gouvindarajan 2002). For
i the measurement of financial perfor-
mance of the company, one of the most
i important traditional methods is the ratio
i analysis. A ratfio is defined as the
: indicated quotient of two mathematical
i expressions and as the relationship
i between two or more things. In the
: financial analysis, a ratio is used as a
i benchmark for evaluation of the
financial position and performance of a
i firm (Pandey, 2005).

: In this study, three broad categories of
iratios,
! profitability ratios and efficiency ratios)
 have been computed
i measure the financial performance of
i the select Pharmaceutical companies.
{ However, it is very difficult to construct a
i single set of ranking based on these
i three
Financial performance analysis refers to :
an assessment of the viability, sTobiIiTy§
and profitability of a business. It provides :
a summarized result of the financial:
position and operations of a firm ondé

(namely, liquidity ratios,

in order to

indicators because liquidity,
profitability and efficiency do not move
in the same direction. In this context, we
have used Multi Criteria Decision Making
(MCDM) approach and it has been
used for integration of the results of



different ratios fo make an overall
judgement. In the context of multiple
non-commensurable and conflicting
criteria, different units of measurement
among the criteria, and the presence of
quite different alternatives MCDM is the
most appropriate approach. There are
different methods in MCDA, namely,

product model (WPM),
Hierarchy Process (AHP),
(Elimination and Choice Translating
Reality) method, TOPSIS (Technique for
Order Preference by Similarly to Ideal
Solution) method etc. Among the
different methods of MCDA approach,
Technique for Order Performance by
Similarity to an Ideal Solution (TOPSIS)
has been applied in our study to
construct a single index of ratios. as it
can be considered as one of the most
widely accepted modern variants.
TOPSIS, developed by Hwang and Yoon
in 1981, is an effective method to
contribute in decision-making
processes of businesses. In the TOPSIS
approach, the most-preferred
alternative is not only the one closest to
the positive ideal solution butitis also the
one with longest distance from the
negative ideal solution (Kazan and
Ozdemir, 2014). In other words, in this
method, the selected alternative
should have the shortest distance from
the ideal solution and the extreme
distance from the anti-ideal solution in
some geometrical sense. TOPSIS has
been applied in our study as it can be
considered as one of the most widely
accepted modern variants in MCDA
approach. Besides, this method is easily
understandable and the computation

Analytic

complicated as compared to other
methods. In this paper, a modest
attempt has been made to examine

ESEARCH BULLETIN

i the financial position (in terms of liquidity,
i efficiency, and profitability ratios) of the
i select Pharmaceutical companies in
i India and assign final rank of the select
i companies on the basis of TOPSIS
i method and compare the result with the
i rankings based on ftraditional ratio
i analysis.

weighted sum model (WSM), weighted

: Survey of literature

ELECTRE :

:In 1970's, the MODM (Multiple Objective
Decision Making) approach was first
i used
i decision theory areas, and later on, it
Ewos applied to the financing area as
i well with its ability to combine both
i qualitative and quantitative criteria. In
: the MODM environment, the TOPSIS can
i be employed to judge the financial
i performance of any business unit. The
TOPSIS method is easy to apply, and is
i capable of providing evaluation by
i different criteria and creating
i performance index or score [Kazan,
i 2014]. According to Hwang and Yoon
£ (1981), founders of the TOPSIS method, it
i is an effective method to confribute in
i decision-making processes of businesses
i and there exist a number of studies using
i this method. The available literature on
i TOPSIS method may be classified
i broadly into three categories. Some of
i the literatures mainly concerned with
! the application of TOPSIS method using
: different weighting schemes. Some of
i other literatures used TOPSIS method to
Efind out new strategy for investment.
i Beside this, a noficeable number of
i researchers investigated the financial
i performance on the basis of TOPSIS and
i otherrelevantratios.

involved in TOPSIS is not very much

i Olson
i applications of TOPSIS method using
: different weighting schemes and

in operations research and

(2004) found out several

Volume 41, No. I11, October 2015
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different distance matrix and

compared results of different sets of
i based attfributes selection method to
i solve group multiple attfributes decision
: making problem. Jafarnejad and Salimi
(2013) evaluated supplier and decision
i importance of a manufacturer business
i firm (automobile firm) in global market
i by using TOPSIS method. Joshi and
i Kumar (2014) compared the different
rankings on portfolio selection problem
i of four organizations: BajajSteel, H.D.F.C.
i Bank, Tata Steeland Infotech Enterprises.
For that, they proposed an intuitionistic
i fuzzy TOPSIS method for multi-criteria
i decision making (MCDM) problem to
: rank the alternatives.

yielded from the cluster analysis :

i Kim et al.(1997) applied TOPSIS method
i to evaluate financial investment in
i advance manufacturing sectors. Feng
fand Ve Wang (2000) evaluated the
Eperformonce of airline companies by
i using TOPSIS method on 22 variables as
fransport and financial indicators of five
i Taiwanese airline companies. They
i found out that the financial indicators
prove to have more impact. Yurdakul
fand ¢
i performance of large-scale automotive
i companies traded on Istanbul Stock
i Exchange (ISE) by using TOPSIS method
:on seven financial ratios during the
i period 1998-2001. Kalogeras et al. (2005)
i analysed the financial performance of
i Greek agricultural
i considering multi criteria decision aid
i and also observed an overall ranking of
i the examined firm's performance. Eleren
i and Karagul (2008) used TOPSIS method
i for determining year of economic
i success and crisis in Turkey during the
i period 1986-2006. BUIbUl and VeKose
: (2009)
methods by using eight ratfios fo
i evaluate financial

weights. He observed that TOPSIS was
not only more accurate, but also was
quite close to accuracy. Hung and
Chen (2009) proposed a new fuzzy
TOPSIS decision making model using
entropy weight for dealing with multiple
criteria decision making (MCDM)
problems under intuitionistic fuzzy
environment. To obtain the weighted
fuzzy decision matrix, Shannon's entropy
was used by them. Ozer et al. (2010)
used the Data Envelopment Analysis
(DEA), Cluster Analysis and TOPSIS
Analysis on food industry for the years
2007- 2008. They concluded that results

conflicted with the results from other
analyses. Ghosh (2011) evaluated
faculty performance in engineering
education by applying Analytic
Hierarchy Process (AHP) and Technique
for Order Preference by Similarity to
Ideal Solution (TOPSIS). Kazan (2014)
used TOPSIS method fto analyze
financial statements of fourteen large-
scale conglomerates which were
fraded at Istanbul Stock Exchange (ISE)
over the period 2009-2011. In his study,
CRITIC METHOD was used to calculate
weights of nineteen financialratios.

Khodam et al. (2008) established multi
criteria decision approach by using
TOPSIS method in order to find out new
strategy to attract more investments in
Refah Bank of Iran. Dumanoglu and
VeErgul (2010) compared the success
of the eleven tech companies which
are listed on ISE during 2006-2009 by
using TOPSIS method. Angelo ef al.
(2012) dealt with the AHP to find weights
of SWOT groups and weights of sub-
factors within each groups; and they
used TOPSIS methodology to determine

Volume 41, No. I11, October 2015

i strategies priority. Sue-Fen and Ching-

Hsue (2012) proposed an objective

(2003) studied financial

food firms by

applied TOPSIS and ELECTRE

performance of



select companies in of ISE-listed food
industry during the period 2005-2008.
Demireli (2010) investigated perfor-
mance of public banks activating in
Turkey on the period 2001-2007, by using
TOPSIS method with the help of 10 most
used rafios. Ergul and VeAkel (2010)
used eight financial ratios to analyze six
companies on Financial Leasing
Industry during the period 2005-2008
and concluded a parallel result at crisis

financial performance of an ISE-listed

1999-2008 by using TOPSIS method on
nineteen financial rafios. Hamid and
Eldin (2012) presented a model based
decision support system (DSS) for
evaluation of performance. For
measuring financial performance, they
used financial ratios and TOPSIS.

ted the performance of the firms by

new integrated approach for
evaluating performance of metal
industry in Tehran stock exchange.
Proposed approach was based on
Shannon's entropy and TOPSIS methods.
Shannon's entropy method was used in
defermining the weights of the criteria
and then, rankings of the firms were
determined by TOPSIS method. Hosseini
et al. (2013) examined the financial
performance of the top-50
companies on Tehran Stock Exchange
(TSE) for the years 2009- 2011 in terms of
their liquidity, operation, leverage and
profitability ratios using combined
approach AHP-TOPSIS (Analytic
Hierarchy Process
ISSEVEROGLU1 and SEZER (2015)
analysed financial performances of the
companies by TOPSIS method using
financial tables of the sixteen pension
and life-pension companies during the

ESEARCH BULLETIN

i period 2008-2012. To the best of our
i knowledge, there exists no study that
i examined the financial performance of
ithe NSE
i companies based on multi criteria
decision approach, particularly TOPSIS.
iIn this paper we have ranked the
i companies by using TOPSIS method on
i seven ratios during the period 2001-2012
i and compare the result with the rankings
based on traditional ratio analysis.
periods. Akyuz et al. (2011) evaluated

: Objectives of the Study

ceramics company over the period of :

i The objectives of our study are to
analyze the financial performanceof
i NSE listed pharmaceutical companies
ion the basis of TOPSIS method and
i compare the
i companies on the basis of TOPSIS and
broad categories of ratio.
Moradzadehfard et al. (2012) evalua- :

: Database

using financial ratios and proposed a

i According to the objectives our study,
i we have chosen the pharmaceutical
i companies that are listed in National
i Stock Exchange (NSE) during the period
i of 2001-2002 to 2011-2012. This period
i has been chosen for the study as the
i volume of transactions was very high
i and the availability of data is quite good
i because of wide disclosure from
i secondary sources of information.

listed :

i There are eight two pharmaceutical
companies listed in NSE stock exchange
i during the study period. Out of them, we
ihave found out data of fiftysix
companies during the period 2001-02 to
TOPSIS). i2011-12. In our study, after selecting the
i companies, we have selected 50%
i (fixed proportion)
i companies in this industry on the basis of
i simple random sampling technique and
selected twenty-eight companies are -

listed pharmaceutical

rankings of select

of the total
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Ajanta Pharma, Aurobindo Pharm,
Aventis Pharma, Cadila Health, Cipla,
Dr Reddy's Labs, Elder Pharma, FDC,
Glaxosmit, Glenmark Pharma, Ipca
Labs., Jagsonpal Pharma, J B Chem &
Pharma, Jubilant Life, Kopran, Lyka
Labs, Merck, Morepen Labs., Natco
Pharma, Pfizer, Piramal Health, Ranbaxy
Labs, Shasun Pharma., Sun Pharma.
Inds, Torrent Pharma., Unichem Labs.,
Wockhardt and Wyeth; and other
remaining companies have been
excluded fromthe study.

order tfo examine the their financial
position on the basis of fraditional
accounting measures, the basic data
on different financial variables, such as
net sales, net profit, net worth, current
assets, current liabilities, bank overdraft,
inventory, fotal assetfs, fixed asseft,
investment, capital employed,
reported net profit (net income),
operatfing income, etc. have been
collected from the sources like daily
issues of Economic Times, Prowess of
CMIE and Capital line database over
the last eleven years (i.e. from 1st April
2001 to 31st March, 2012).

Data Analysis and Interpretation

In order to examine financial position of
the select companies under study,
three aspects namely, liquidity,
efficiency and profitability positions
have been considered. The liquidity
position of the company has been
judged based on current rafio and
quick ratio. For measuring the efficiency
of the company, net sales fo fotal assets
(NSTA) and net sales to net worth
(NSNW) have been computed and to
analyze the company's profitability

Volume 41, No. I11, October 2015

position, three ratios, namely return on
i investments (ROI), earmnings per share

(EPS) and net profit to total assets (NPTA)

i have been considered in this study. For
ieach of these
: profitability and efficiency) Geometric
i Mean (GM) or Arithmetic Mean (AM)
i has been considered for average value
of the ratios over the years under study.
i GM has been used for getting average
i value of ratfios in most of the cases,
i whereas AM has only been used in those
i situation when negative values of the
! ratios are obtained.

After elimination of these companies, in

i Next, the Spearman's rank correlation
i coefficients have been calculated
between each pair of ratios (liquidity,
i efficiency and profitability), which are
: found significant in all of the cases (not
i reporfed). Next, we have added the
i ranks of the concerned ratios of each
group and we have again allotted the
i ranks in descending order fo construct a
i single set of ranking for each group of
E‘rhe ratios year wise during the study
i period. The computed values of these
i ratios and the rank of the companies
Eunder pharmaceutical industry based
i oneach broad group of ratio have been
i depictedinTable 1.

ratios (liquidity,

i From Table-1, it has been observed from
i the rank of the liquidity ratio that, first
i position among the sample companies
i under pharmaceutical
i been obtained by the Glaxosmit,
i whereas lowest rank has been observed
i for Jagsonpal Pharm. Though as per
Eliquidi’ry and efficiency rankings, Lyka
i Labs has obtfained the second and
i fourth position respectively, but lowest
i rank has been observed for it as per
i profitability based ranking. The highest
Eronking as per profitability index has

industry has
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been observed for Piramal Health. As

per efficiency based ranking, Elder :
approach one another in respect to a
i certain attribute” (Moradzadehfard et
i al.,2012). The procedure of Shannon's
entropy appliedin the present study, has
i beendiscussed below:

Pharma has obtained the first position
whereaslowestrank has been observed
for Wockhardt during the period under
study. However, it is very difficult to draw
any conclusive remarks jointly from
these three broad categories of rafio.

Accordingly, Technique for Order
Performance by Similarity to an Ideal
Solution (TOPSIS) method has been used

in our study to construct a simple
: Development Programme) value driven
imethod, which computes
i standardized scores of the select ratios
i for each of the companies under a
i particular industry with the help of the
: following formula.

(Benitez, Martin, & Roman, 2007). The i
positive ideal solution refers to a solution
that maximizes the benefit criteria and
i where i = 1,2,-—,n (n = Total number of
iratfios) and j = 1, 2, .m (m=Total
inumbers
i standardized score for the ith alternative
 (i.e., a particular ratio) and jth criterion
i (i.e., a particular company); x; = raw
i score = An index of the ith ratfio with

composite index of ratios.

According to this method, the best
alternative would be the one that is
nearest to the positive ideal solution and
farthest from the negative ideal solution

minimizes the cost criteria, whereas the
negative ideal solution is a solution that
maximizes the cost criteria and
minimizes the benefit criteria (Wang &
Elhag, 2006). In short, the positive ideal
solution consists of all best values
attainable of criteria, whereas the
negative ideal solution is composed of
all worst values atftainable of criteria
(Wang, 2007). TOPSIS method is
proposed for evaluating the financial

under pharmaceutical industry,

considering financial ratios and weights

general performance is obtained.

industry separately before using TOPSIS.
Shannon's entropy method is one of the

weights in TOPSIS method. “Entropy

Next, we have computed entropy of i

of the criteria. By this way, the ranking of Emho (h). where h, = = ho2,."P, InP

the companies according to their :
P o : equalto Inm)"and P,.InP, defined as 0 if
i P,=0; m =Total number of companies in
In this method, we have found out i thisindustry.

weight of the ratios for each of the :
i Then, we have measured degree of

: diversification of i"ratio, (d)=1-h.
most popular methods for finding
: Affer that we have calculated the

ESEARCH BULLETIN

i weight is a parameter that describes

how much different alternatives

 First of all, standardization of the factors
i (i.e. ratios) has been done because of
the different scales upon which criteria
i are measured. For this purpose, we have

used UNDP (United Nations

the

min
X=X,
max min
X; =X

P,=

P =

ij

of companies);

min

irespect to the jth company; x™ =
: minimum value of x;,andx;
i value x;and  standardized scores range

"9 fromOto 1.
performance of the sample companies :

max

=maximum

h

i

; where h,= enfropy constant and is
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weight of i" ratio (W), [i.e., the degree of
importance of i" attribute], by using the
formula w;=“n d,

According to this method, entropy of i
ratio (h), degree of diversification of i"

i current ratfio has been lowest for the
i pharmaceutical industry (11%) under
i the study, whereas the highest weight
i (15.7%) has been found out for net sales
i fo fotal assefs. Nearly same weights
: have also been observed for quick ratio

ratio (d) and weight of i” ratio (W) in our and net sales to networthratio.

study are disclosed in Table 2.Weight of

Table 2: Results of h,, d, and W, based on Shannon Eniropy Measures for the Ratios
of Pharmaceutical Industries

Pharmaceutical CR QR NPTA ROI EPS NSTA | NSNW
Industry
h, -1.769 | -2.683 | -2.552 | -2.404 | -2.317 |-2.804 | -2.679
d; 2.769 | 3.683 | 3.552 | 3.404 | 3.317 | 3.804 | 3.679
W, 0.114 | 0.152 | 0.147 | 0.141 | 0.137 | 0.157 | 0.152

Notes: CR = Current Ratio; QR = Quick Ratio; NPTA= Net Profit to Total Assets; ROl =
Return on Investments; NSTA = Net Sales to Total Assets and NSNW = Net Sales to

Net Worth

After computing the weights of each

method, we have found out the

consists of the following steps:

the formula
X;
r.=

=178

v, i.j; x;= Anindexof the ith
rafiowithrespect to the jth company;

Step 2. Next, weighted normalized
decision matrix has been calculated by

v, = Wi, Vij where Yw,=1

and anti- ideal solution has been done
by following way

Volume 41, No. I11, October 2015

W , | Where v, ={(maxy.
composite index of ratios by TOPSIS :

during the period under study. TOPSIS éA*={v’ _—v-}=anti idealsolution:

Step 1. In the fist step normalized : Wherev, ={(miny
decision matrix (r;) hasbeen calculated

for pharmaceutical industry, using by

i where C, associated with benefit criteria
i (larger-the-better type)andC, associa-
ted with cost criteria(smaller-the-better
type).

: A*={v,, —-v, }positive ideal solution;
seven rafios by Shannon entropy :

|JeC,), (miny,

v

[JeC.)}

iV

|JeC,),
(maxyv, | JeC.)}

i

i Step 4 By using the m-dimensional
: Euclidean distance, separation mea-
isure (ideal separation and negative
separation) has been computed which
i aregivenas,

Step 3. In this part determination of ideal

: Idealseparation solution,
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=1 X’FWW(VU- VI-*);): A i

Contd.

Negative separation solufion,

S =VE (v, V)5 Vi

NSTA [NSNW

P
0.007{0.012]0.010 | 0.010]0.017

Step 5. Ideal and negative ideal :
separation measures are used fo !
calculate relative closeness of each
decision point to the ideal solution (Cl),

0.036 [ 0.0210.015

0.005| 0.020]0.030]0.01910.015[0.012

Weighted Normalized Decision Matrix (w;r,)

g [N [N o~ R o~
o lalolalola|a
(@) (e} le] (@) ol [e]
0|10 |IN —| X |O~
— | | — n|lo|—
Ql1e|e el=l|e
” olo|o olo|o
‘=
5 N~ N
o S3|=| 2|3 =|8
= olalelalelaels
c O |O|O (@] fo) o)
2 O o [N o|lwlo|—=
5 olalald|e|8]8|3]|8|8
by using the following formula for 3 8 ololo olololo
pharmaceuticalindustry- : g < N o[~ m|w[o]=
5 o I I E I
* ; * o d . 4 4 g g .
(Cl), ==——= ,0< (CI);<1 % z o|o|o o|o|o|o
o £ SEEEEEREE
where (CI);=1 implying absolute i 3 ~18[818|3|8|5[8(8(3
closeness of the relevant decision point : £ IS S S A
to the ideal solution and (Cl), = O : 8 utd Butl P ] el ] NS Sl oM
. . . . : -
indicates implying absolute closeness of : & slaigigiglielglsis|s
the relevant decision point to the anti i @ SEERREREREE
idealsolution 2 z|IZ|2[E[=]13]S]8|218
o] Sl=zlz = 1=Iel= =<2
. . = 4 (=l =l (=] [e] fo) o) o) (o} (e
Stgp 6. Rank the companies (industry : ANRNERREEERE
wise) as per the descending values of | £ 3|18 [R2|18]1Z[38]=[2
(Cl); ,i.e.. the largerindex value obtains : g Z|o|lo|o|o|lo|olo|o|o
the first position and smallestindexvalue : ¢ |=| [2]>[38]3]3[5]K][2(3
comesinlast position. o IxgIglelN == =2
3 = Sl el sl sl s sl =l )
[<] NERIERINE NEE
In our study, based on the average : 8 |5 |_|&|2[3|B[2|]]|5]x (3
values of the respective ratios (depicted : s |= 8 8 S g = g SIS g g
in Table-1), normalized decision matrix i o, |.2
. X . ) P NI N E R EIFRN
(), weighted normalized decision | 3 [0 |= SISILQI=ZI2L 52N
matrix(w;,), have been calculated which ;J al1zls|s|s|o|s|s|s|sls
are disclosedin Table-3. - RN ENED RN
2 “l51R(8(8]83|8S
. . . E. o | 4 . 3 3 3 g 4
According to this analysis, the best : 3 glelelo|o|e|s|s|c|o
alternative woulcll.be. the one'Tho‘r is P E N AEERERER
nearest fo the positive ideal solutionand § § o |22 R[22 (222 ]S
farthest from the negative ideal solution : o Ololo|o|o|o|ol|o|o|o
(Benitez, Martin, & Roman, 2007). The : 4, e
. . oy H — —
results of Euclidean distance for positive i @ o8 g _C el
ideal solution (S7), negative ideal : ° £lz 5|5 ot g
solution (), composite index and rank > 2 gl£le 25 =
of the companies under pharma- : o = k<l i b= Ol c £
: X L ololalE|o o|a 8
ceutical industry based on ftheir : clelols !zl 2|2l 5 X
financial performances (ratios) are : o|3|5|%¢|sl 2% o 8 e,
: ol<<l<|<ojo|alo|c |O

presentedinTable 4
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Table-4: Results of TOPSIS Analysis- Ranking of the Companies for
Pharmaceutical Industry according to the Composite Index during the period

2001-2012.
Company Positive Ideal (S+) | Negative | Composite
Ideal(S-) | Index(Cl) Rank

Ajanta Pharma 0.192 0.070 0.267 28
Aurobindo Pharm 0.167 0.096 0.364 23
Aventis Pharma 0.118 0.145 0.550 3
Cadila Health 0.161 0.101 0.385 18
Cipla 0.166 0.095 0.364 22
Dr Reddy's Labs 0.144 0.116 0.446 9
Elder Pharma 0.125 0.190 0.603 2
FDC 0.163 0.102 0.383 20
Glaxosmit 0.116 0.187 0.618 1
GlenmarkPharma 0.141 0.125 0.470 6
lpca Labs. 0.160 0.100 0.384 19
Jagsonpal Pharm 0.190 0.125 0.398 15
J B Chem&Pharma 0.166 0.098 0.372 21
Jubilant Life 0.156 0.111 0.415 12
Kopran 0.198 0.088 0.308 26
Lyka Labs 0.150 0.145 0.491 4
Merck 0.146 0.117 0.444 10
Morepen Labs. 0.188 0.083 0.307 27
NatcoPharma 0.179 0.086 0.324 25
Pfizer 0.144 0.123 0.459 8
Piramal Health 0.141 0.135 0.489 5
Ranbaxy Labs 0.159 0.106 0.399 13
ShasunPharma. 0.162 0.107 0.399 14
Sun Pharma.Inds 0.156 0.103 0.398 16
Torrent Pharma. 0.160 0.102 0.388 17
Unichem Lalbs. 0.153 0.109 0.416 11
Wockhardt 0.184 0.092 0.335 24
Wyeth 0.142 0.124 0.466 7

Notes: Cl = Composite Index based on liquidity, profitability and efficiency ratio,
$'= Positive ideal solution and S = negative ideal solution
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According to the composite index
liquidity, profitability and efficiency
it has been observed that i
financial performances have not been
well for some of the leading companies
like Pfizer, Dr Reddy's Labs, Ranbaxy
Labs and Cadila Health; whereas :
Glaxosmit has obtained the first position,
which is followed by Elder Pharma and
Aventis Pharma respectively. Ajanta

ratios,

composite index performance, Cipla
has not been up to the markand has
obtained twentysecond position
among the samples during the period
understudy.

Next, we have computed the
Spearman rank correlation coefficient
between composite index based
ranking and each broad groups of ratio

Pharma has obtained the lowest based ranking which are presented in
position among the samples. As per the : Table-5.
Liquidity and Profitability and Efficiency and
Composite Composite Index | Composite Index
index
Spearman Rank
Correlation Coefficient 0.626* 0.498* 0.614*

Notes: "Significance at 1% level

It has been observed that Spearman
rank correlation coefficients between

each group of ratio and composite

composite index based raking.

Conclusion

Solution (TOPSIS) method.

Volume 41, No. I11, October 2015

It has been observed from our study
that, highest performance has been

i observed for Glaxosmit as per
index are significant at 1% level; though :

ahigher association has been observed | is qlso similar with the efficiency based

between liquidity based ranking and : ranking. In our entire study, Ajanta

i Pharma has obtained the
i position as per the ranking of the
i composite index. It is further observed

| tud h ted that, for the other sample companies
n our sfudy, we have computed yeadr during the study period, high statistically
wise liquidity, profitability and efficiency : .~ .= o

. . i significant association has been
ratfios of the select companies under the bserved between moosite index
pharmaceutical industry. Then we have : observed belween composite €
computed the average values of the bo;epl ranking and liquidity as well as
ratios and examined the performances efficiency,
of the companies based on theirrankings : @ssociation has been observed

of each broad categories ratio (namely, i Pefween  profitability based  ranking

liquidity, profitability and efficiency). For : andcompositeindex. However, to draw
the construction of single set of rankings
based on broad categories of ratio, we
have applied Technique for Order§
Performance by Similarity to an Ideal :

: industries.

composite index based ranking, which

lowest

though low significant

more accurate inference in this areq,
one should measure financial
performances of the companies by
taking more ratios from different
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Productivity Gains from Technological Intensity-
A Study of Two Iron and Steel Companies in

India

Abstract

The productivity achievement due
fo technological progress has been
studied here for two steel plants in
India. One steel plant is more than
hundred year old from the private
sector, and the other one is the giant
public sector group of plants fifty to
sixty years old. Technological
progress has been measured by
technological intensity in terms of
gross block in plant and infrastruc-
ture per unit of saleable steel
production. The impact of techno-
logical intensity has been assessed
by productivity of three factors,
namely, the quality of steel produc-
tion, energy consumption, and the
manpower productivity. Each factor
productivity, total factor produc-
tivity, and operating profitability has
been examined for their functional
relationship with technological
intensity. The average technological
infensity of the private sector plant
has been 50% higher than the public
secfor one. The average produc-
tivity of the private secfor plant has
been higher, 34% on quality, 7% on
energy, and 49% on manpower, 32%
on total factor productivity, and 62%
on operating profitability. Polyno-
mial function explains strong rela-
tionship of factor productivity levels
with technological intensity, particu-
larly for the private sector steel plant.
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Introduction

Elnves’rmen’r growth and technological
i progress have been the key driver
i behind the high performing Asian
i economies as reflected by the World
i Bank (1993) in its book, The East Asian
: Miracle: Economic Growth and Public
i Policy. The Indian economy has also ifs
i fair share of growth and development. It
has gone through fremendous changes
i on all fronts over the last six decades
i since independence. The Structural
Adjustment Program of the government
i in the early nineties does away with red
itape and state control
i competition and ushering in global
i players, thus moving from regulation-
: nationalization-protection to liberalizo-
i tion-privatization-globalization.
i massive investments in
i and education sectors in the country's
i eleventh five-year plan (2007-2012), the
i Indian economy has been on a path of
i success through technological up-
i gradation and manpower develop-
i ment. Its GDP growth rate was 7.4%
i during 2014-15 as compared to world

bringing

With
infrastructure



average GDP growth rate of 3.4%. The
availability of skiled manpower from
world-class elite technology and
management institutes at a compara-
fively cheaper rate provide the
matching foundation for gaining the
benefits in both the manufacturing and
the services sector to move forward on

level of the country's billion-plus popula-
fion indeed provides a unique market
opportunity, the third largestin the world
to facilitate India's growth process in
tfechnology and the economy.

If we look atf the world steel sector (key
fo sustainable development of the
world economy), excess production
capacity prevailed in 2013, production
of 1649 million tonnes of steel outweigh
the global consumption of 1586 million
fonnes As per World Steel Association
Report, global steel demand is
expected to grow by 0.5% and 1.4% in
2015 and 2016 respectively. Such a slow
expected growth rate has been mainly
due to economic declaration of China,
the number one steel producer in the
world. World steel production grew fo
1665 million tonnes during 2014 of which
China produced 49.4%. However,
China's steel demand has been
forecast a negative growth of 0.5%
duringboth2015and 2016, thusresulfing
a very nominal growth of global steel
demand. On the contrary, India's steel
demand as per World Association
Report is expected to grow 6.2% in 2015
and 7.3% in 2016. In fact, India has
recently improved its position to third
place in the world steel production
behind China and Japan, leaving the
US at the fourth place. This has been
mainly due fo 70% of India's billion plus
population consumes only 13 kg of steel
per head as of now and an all-India

ESEARCH BULLETIN

i average consumption is 58 kg per head
i as against the global average of 225 kg
i per head. In fact, Indian domestic steel
i market has lot of potentials for growth
i and development. The installed steel
capacity of India has been augmented
i by 14% during 2014-15 while the global
i steel output shows only 3% growth.
technology arena. The rising income
i increased from 33 million tonne in 2004
to 81 million tonne in 2013, registering a
i growth rate of 16% pa on an average.
i However, on fechnology front, when
Japan has been implementing cokeless
i iron making procedures through Direct
{lron Ore Smelfing
ireducing the cost of molten
i production by about 10% and reduce
i emission of carbon dioxide by by 5-10%,
India has beenstill struggling fo go along
iway to catch up with global
i benchmark. The DIOS process requires
i no doubt extensive process modifica-
i fions,
i expensive for Indian scenario, but to
i move forward to catch up with global
i benchmark on productivity fronf,
average blast furnaces productivity (2
iTon per mtere3)
i consumption (550 kg per Ton of hot
i metal) 47% higher, energy consumption
i (6.25 Geal per tonne of crude steel) 26%
: higher, and carbon dioxide emission (2.9
i fonne per fonne of crude steel) 61%
i higher (Ernst & Young World Steel Report,
2014). Post 2001, India has emerged as
i the world's largest producer of sponge
i iron accounting for 20% of global output,
: butit has brought with it unprecedented
i levels of pollution in Karnataka, Andhra
i Pradesh, Orissa and Chattrisgarh. A
i study of 60 steel units in India over the
i period
i reveals that despite technological up-
i gradation, there has been a decline in
i productivity growth due to growing

India's steel production has been

(DIOS) process

iron

and may prove to be very

33% lower, coke

1989 to 1996 (Sahoo, 2004)
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inefficiency over the period. In such a
scenario of technological progress and
up-gradationin the iron and steel sector
in India, one may wonder how Tata
Steel, a hundred-plus year old steel
company has not only become the
world's sixth largest steel company over
fime but is also the world's lowest cost
steel producer since 2001 along with
Korea. As against the best managed
Tata Steelin the private sector, SAIL, the
giant multi-unit steel plant in the public
sector having half of its age has also
been augmenting its capacity and
implementing various product and
process innovations fo improve upon ifs
productivity and gradually reduce its
staggering manpower base. The
present paper aims at analyzing how
the two steel plants are moving ahead
on the technology front to continue to
improve upon their operating profit-
ability through their best efforts in three
vital areas like quality of steel output, the
economy in energy consumption, and

the success of any steel plantin India.

Technological intensity and producti-
vity gains

Since the seminal work of Solow (1957),
when labor and capital explained only
13% of US output, the unexplained part
growth of residual productivity as
macroeconomics, it is an umbrella term
containing everything that could not be
fraced back to the accumulatfion of
factors of production, included in the
aggregate production function used to
measure the total factor productivity of
technological progress. Malmquist
index using the production function

compares the technological progress
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i and productivity between two coun-
i fries. Kaldor's growth model (Kaldor,
1957 and Kaldor & Mirlees,
i aftempted fo investigate the level of
i induced technical progress by linking
the rate of technical progress to the rate
i of investmentin the economy over time.
i Johansen (1959), Arrow (1962), Kaldor &
i Mirlees (1962), Phelps (1961
i Salter (1960), Solow (1956, 1957 & 1970)
Eond others have considered embodi-
i ment of technical progress in newer
: machinery and capital investments and
i proposed vintage growth models. In
i fact, the output growth using Cobb-
i Douglas production function occurs due
: fo a combination of one or more of three
i factors, rise in input/resource use (a
! lateral movement on the 2-dimensional
input-output plane), improvement in
itechnology
i production frontier), and thirdly, an
‘improvement
i efficiency
frontier position towards the frontier).

the manpower productivity that govern

i At an organizational level, considerable
: efforts have been made in the past to
i assess the underlying technology of the
i plant and infrastructures based on the
performance measure particularly in the
i fields of health care, chemicals, and
: information processing (Attenpohl, 1987;
i McGivney & Schneider, 1988; Reynolds,
of 87% has been casually identified with 1989; Wilensky, 1990; Chambers, 1991;
: Kilpatrick, Dhir, & Sanders, 1991; Ghosal
reflection of technological progress. In i & Nair-Reichert, 2009; Khalid & Fawad,
: 2012; and Yang et al, 2014). The scale of
operations of the plant is indeed a
i fundamental measure of performance
i as agreed to by one and all, but the
design and operational parameters of
i the technology as considered in the
i performance measure may be really
i causalin nature, and may notreflect the

1962)

& 1963),

(upward shift of the

in technological
(movement from a sub-

end result performance (Kolay, 1994;



Neely, Gregory & Platts, 1995). That :
i year on normal and special repairs and
maintenance. At each and every stage
i of iron and steel making, modernization
i and up-gradation need to take place in
: their captive mines and collieries, coke
i ovens, sinter and pelletizing plant, blast
i furnaces, steel making and rolling stages
: o improve upon quantity and quality of
i production and cost effectiveness
tfowards sustained competitiveness and
i profitability in both domestic and export
i market. Additional investments in plant
i and infrastructure over time are made
i naturally for two reasons: i) capacity
i expansion, and ii) technological up-
gradation through product and process
i innovations. Large volume production
i no doubt leads to economy of scale,
i and cost reduction, however, the level
i of technological up-gradation can fairly
i be reflected at an aggregate level by
i the extent of investments in plant and
i infrastructure per unit of steel produc-
i tion. This may be defined as techno-
i logical intensity which is at the apex of
{the productivity and sustainability
function of any steel plant. The techno-
i logical intensity will govern the quality of
i steel output, and the quallity and section
i extras for downstream rolling of various
i flat and non-flat products. This will in turn
i govern the market competitiveness,
i and the operating profitability. Besides
i quallity of steel production, it will govern
E‘rhe operating cost function. Amongst
i the operating cost elements, energy
i consumption assumes special signifi-
i cance in iron and steel making. Steel
i production involves many heating,
i cooling, melting, and solidification
cycles. In fact, the specific energy
i consumption for steel plants in India has
ibeen 40% more than the global

which is finally important is fo meet the
requirements of customers in time with
the desired level of quality of supplies at
an affordable price confributes towards
profitability and productivity of any
organization.

The iron and steel industry is indeed
fechnology intensive sector with a huge
initial capital outlay that defines the
installed capacity of the steel plant.
Besides capacity expansion, techno-
logical up-gradafion plays a very
dominant role to add value and
improve productivity of iron and steel
making. In Indian context, it is a well
known fact that iron ore available in
India has more of alumina and silica
contfent, so also the coking coal which
has much more ash content. In fact, 60-
65% of coking coal requirement for steel
plant requirement of India is imported
now-a-days. But the use of obsolete
technology has been the crux of the
story for low productivity of Indian iron
and steel plants. Hot blast tfemperature
in some blast furnaces goes below 1000
degree centigrade; lack of high top
pressure operation; level of oxygen
enrichment of hot blast, limited use of
agglomerates in the blast furnaces
burden; open hearth process of steel
making instead of LD converter, lower
proportion of confinuous cast billets, etc
are some dominant causes for relatively
low level of productivity of steel plantsin
India. As the plant and infrastructure
wear out over time, newer fechnology
emerges in the market, and more
importantly, research and develop-
ment in the global steel market comes
up with product and process innova-
fions, it becomes paramount that iron
and steel
modernize their plant facilities in phases,

plants gradually try to i
varying from 6 to 6.5 Gcal/tcs as against
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besides substanfial expenditure every

benchmark (energy consumption
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global average of 4.4 to 4.5 Gcal/tcs).
This makes imperative for any steel plant
inIndia to specially focus on energy and
economy department to control and
reduce energy consumption. Even as
per the companies act, the audited
annual accountsin India need to report
the details of energy conservation
measures taken during each year and
the additional investments and
proposals made for reducing the
energy consumption as disclosure of
particulars in the Report of Board of
Directors rules, 1988. Another important
area of concern is the man manage-
ment and the manpower productivity
that needs special attention to reduce
cost and improve operating profita-
bility. In fact, steel output per employee
inIndian scenario centers around hardly :

: 100 tonne per man on an average as
i against 980 of Japan and 1345 of Korea.
Thus, fo compare the performance and
i productivity of steel plantsin India due fo
i growth in technological infrastruc-ture,
and the operating profitability, the
i present paper focuses on technolo-
i gical intensity of steel plants as the
i dominant causal variable that results in
i their operating profitability though three
i dominant factor productivity levels
pertaining to: i) steel quality, i) energy
i productivity, and
: productivity, as presented in the Figure-
i 1. Using this framework, the gain in
i productivity of two steel plants from
Erespecﬂve technological intensity has
i been compared in the new millennium
: over the period 2000-01t02013-14.

iii) manpower

Figure-1: Technological intensity and resultant productivity framework

Technological intensity

Steel quality (revenue per
unit of saleable steel)

(investment in plant &
infrastructure per unit of
saleable steel)

A\ 4

Operating profitability
(EBIDTA/ revenue) <

Energy productivity (crude
steel produced per unit of
energy consumed)

A

HR productivity (saleable
steel produced per
employee)

Study oftwo steel plants in India

: converted his dream fo reality when

i Tisco was floated in 1907. Ifs first blast

Introducing Tisco:

i furnace was blown in 1911 and the first

i ingot was rolled out in February 2012.

Tata Iron & Steel Company Limited
(herein called Tisco as popularly
known): Jamshetiji Tata, Inspired by the
notion, "The nation which gains confrol
of iron soon acquires confrol of gold"

Volume 41, No. I11, October 2015

Tata carried out a 2 milion fonne

i expansion program during 1955-58. The
fyear
i modernization of the steel works that
i was implemented in four phases. Tisco is

1983 saw the beginning of



among the lowest cost steel producers
in the world along with Korea since 2001.
World Steel Dynamics has twice ranked
the company as the World's Best Steel
Maker (2005 & 2006). In 2005 it made its
first major overseas investment in Nat
Steel Asia for stronger manufacturing
and marketing foofprint in South East
Asia. Now, Tisco is a big business
conglomerate through merger and
acquisitions with 55% of its capital is
deployed overseas to produce 65% of
its fotal steel and 70% of its total
revenue. But the heart is still at
Tatanagar, Jamshedpur, from where

hundred years earlier and the case

parent company as the stand-alone
unit with present installed capacity of
9.7 milliontonne perannum.

Introducing SAIL:

Steel Authority of India Limited (herein
called SAIL as popularly known): SAIL

sixties over time as the giant public
sector steel plant as envisioned by
Pandit Jawaharlal Nehru, the first prime
minister of independent India with its
four major steel plants at Bhilai, Bokaro,
Rourkela, and Durgapur. Burnpur unit
with 2.5 million tonne capacity has
recently been integrated as its fifth
major steel plant. SAIL being a
Maharatna Company, has emerged as
a synonym for steel with a present
installed capacity of 14 million fonne per
annum. SAIL plants also have been
going through gradual expansion and
modernization program. Its 4060 m3
Blast Furnace at Rourkela commissio-
ned in 2013 is the largest operating
furnace in the country. Recently, it has
developed its vision 2025 which will steer
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i the company to increase its production
i capacity of hot metal to 50 million
i fonne. However, being a public sector
i company, efficiency and effectiveness
i is a big question mark in some units of
{ SAIL. In particular, SAIL has a huge
i manpower base (more than 1.57 lakhs
i of employees in 2000-01), its manpower
i productivity has been very low hardly
i 105tonne perman peryearin 2000-01 as
compared 980 of Japan and 1350 of
i Korea. Over the years however, it has
i started reducing its manpower, and has
i started making profit again from 2003-
i 04.

the long journey began more than

i Analysis of comparative performance
study here will pertain only fo the original

i Tisco amongst the lowest cost steel
: producersin the world:

i On analysis of performance of two steel
i plants over fourteen-year period, year
i ending 31st March 2001 to year ending
i 31st March 2014 (herein referred to as
: 2001 t0 2014, asin the Table-1).

came up much later in the fiffies and :

i The crude steel production of 3.57 million
: fonne of Tisco during 2001 has been only
i at 35% of corresponding SAIL's figure, but
i production of Tisco has grown at 12.06%
per year compared to growth rate of
ionly 2.44% of SAIL, thereby enabling
i Tisco attaining 68% of SAIL's volume of
i production by the year 2014. On the
i saleable steel front, the picture is very
tsimilar,
i compared to 2.52% of SAIL, thereby
i enabling Tisco to escalate its saleable
 steel production from 35% of SAIL's figure
fin 2001
i revenue earning, Tisco has improved its
i comparative position from 48% to 91% of
i SAIL's figure, but more remarkably, ifs
i operating profit has been improved
: from 81% of SAIL in 2001 to 2.3 times of

12.44% growth of Tisco as

fo 69% in 2014. As regards
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i SAlL's figure by the end of the study

i period. That makes Tisco being amongst
X o~ H .
Vs : the lowest cost steel producers in the
% = |39 5|23~ i world along with Korea.
w8 |o|ci|o]os|om| N
= | 8= [3IH BT ol ] ; ;
b o z i Technological intensity as the dominant
% o= i resource
c
hd © § olw| <o :Tisco is known for its best man
@ 150 N2%(8|%S NES i management practices, but the real
2 |8 € =|=|S|o|x| i answer behind such cost effectiveness
_g 2 g T Eond operating profit of Tisco lies on ifs
S : excellence in technological innovations
& i and plant modernizations. The invest-
5 5 ~ iments in plant and infrastructure re-
o m
Y x5 o i source base in terms of gross block has
©n Q = o : g
= % Es NP R « : been increased by Tisco from INR billion
o Eed £ 113in 2001 to 580 by the end of 2014 as
5 S i against INR billion 269 to 524 of SAIL, thus
e : reflecting a growth rate of 31.95% pa of
= e : Tisco as compared o 7.27% pa of SAIL in
S :."3: S |_ i their respective technology base. Con-
£ 5= [NRBNSR i sequently, the technological intensity,
O | &= j: 29188l @ i herein defined as investments in gross
° 8‘ z |" i block in plant and infrastructure per unit
é =~ of saleable steel production has been
2 |, i increased by Tisco from 33in 2001 to 65in
2 |2, T332 318x :2014 in terms of INR million per 1000
£ o Z =9 ol s oo g i fonne of saleable steel as against an
2 |3 =525 3|%|6|— i increase from 28 to 41 for SAIL during the
k) = i same period, thus widening the gap
3 o i between them, elevating Tisco from 18%
0 |8 =gldnolvulo : higher in the beginning to 60% higher by
[} N : .
e |80 § g § g § g © ‘the end of the study period. The
g -2 L b el el b : technological intensity indices (assum-
o i ing the lowest technological intensity of
S 0 o - £ 23.71INR milion per 1000 tonne of
>~ |lsoo = '§ ﬁ < E 3 i saleable steel of SAIL during 2008 as 100)
'qT’ 8 -3 8 Seloel sl EseliselIeY i of two steel plants are presented in the
el 1 i Figure-2 reflecting an average
S . i technological intensity index of 178 of
:-'—, c I i Tisco as against 119 of SAIL during the
8 o022 X i study period.
0 £ g|o|o|olo|ol 3
S O
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Improvement on steel quality front

On the output front, the most important
parameter is the quality of steel that
governs the success of any iron and
steel plant in the market place. Steel i
quality is reflected here by surrogate
measure in terms of revenue earned per
unit of saleable steel. For Tisco, it variesin
INR million per 1000 tonne of saleable :
steel from 23 in 2001 to 53 in 2014 as
against from 17 to 40 for SAIL during the
quality indices
(assuming the lowest figure of 15.99 of
SAIL in 2002 as 100) for two steel plants
are compared in the Figure-3 with an
average steel quality index of 254 of i
Tisco as against 190 of SAIL giving an
edge of 34% on steel quality to Tisco

study period. Steel

overSAIL
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i Economy in energy consumption

§On the use of energy, both steel
i companies have been implementing
i different energy saving proposals to
i control
i consumption gradually over the years,
i Tisco reduced by 20.05% (in Gcal/tcs
i from 7.53 in 2001
i whereas SAIL by 16.90% from 7.93 to 6.59.
Consequently, energy productivity has
ibeen improved by both companies
i during the period, Tisco from 13.28 to
£ 16.62, whereas SAIL from 12.61 t0 14.101in
iterms of fcs/100Gcal. Assuming the
i lowest energy productivity of 12.61 of
i SAILin 2001 as 100, the Figure-4 reflects
i the comparative energy productivity
findices of two steel plants with an
i average of 120 of Tisco compared to 112
i of SAIL giving a marginal edge of 7% on
energy economy fo Tisco over SAIL.

and reduce their energy

to 6.02 in 2014),

129132130130132




Improvementin manpower productivity

On manpower productivity front, to
narrow down a wide gap from the
global benchmark, both companies
have been reducing their manpower
strength gradually over time, Tisco
reduced its number of employees by
25.85% from 48821 in 2001 to 36199 in
2014, whereas SAIL by 37.53% from its
staggering figure of 156719 in 2001 to
97897 in 2014. Instead of partial analysis
of works and services manpower
productivity in terms of crude steel
oufput, here organizational total
human resource (HR) productivity has
been defined in terms of saleable steel
output divided by the total number of
employees. Tisco has been able to

overSAIL.

Improvement in total productivity and

consequent operating profitability

Integrating the productivity of three
dominant factors of quality, energy, :
and HR, the average total factor !
productivity varies from 120 in 2001 to
287 in 2014 for Tisco with an average of
202 as against variation from 102 to 195
for SAIL with an average of 153, thus with
i As it is expected that operating
i profitability should be proportional to

examine the operating profitability i fotal productivity of three dominant

an edge of 32% to Tisco over SAIL as
reflected in the Figure-6. Now, let us

Total factor productivity index 250263
250 - TATA U SAIL—— 938233
196209 195
i 200 175182 1al7ﬁlﬁ1ﬁ18_&1&,
152 143 153
s | 139 Bhol s MWW H P
: 20123 44126
102103
I s E R B EEEEEEEEEES
50 T T T T T T
e B 5.0 T (R ¥ TR U= S +'o B = T e T B o B o o T~
Q0 Q0 0O Q Q ©Q O o o A A
0O 0 0O 0O 0 0O Q0O 0 0 0O O O
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: 675 Fi 20 1 NN T LT |
: igure-7-Operating profitability index

TATA mSAIDS? 583
= = 53 545562 3 567
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i scenario of two steel plants over the
i years. It is interesting to note that the
year 2002 has been the worst and the
i year 2005 the best year for operating
i profitability achievements of both steel
Eplonfs. Operating profitability of Tisco
i varies from a minimum of 17.66% in 2002
i to a maximum of 38.58% in 2005 with an
: average of 31.38% for the entire study
i period as against SAIL's variation from a
 minimum of 6.52% in 2002 to a maximum
: of 34.89% in 2005 with an average of
£ 19.37%. Based on the lowest figure of
£ 6.52% of SAIL in 2002 as 100, Figure-7
i reflects the comparative frends of their
i operating profitability indices with an
average of 481 of Tisco as against 297 of
i SAIL, giving an edge of 62% to Tisco over
i SAIL.

improve its HR productivity from 69.91 in 200 n . PYY]
2001 to 246.72 in 2014 as against SAIL's
figure improved from 61.91 to 131.57 !
during the corresponding period. :
Assuming the lowest figure of HR :
productivity of 61.91 of SAIL in 2001 as :
100), the Figure-5 compares the HR
productivity indices of two steel plants :
with an average of 233 of Tisco !
compared to 156 of SAIL, giving an
edge of 49% on HR productivity to Tisco

h
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factors of steel quality, energy economy and HR productivity, its proportionality
constant for Tisco and SAIL shows a strong correlation of 0.75 as shown in the Figure-
8, thus confirming the validity of three factor productivity framework to explain the
resultant operating profitability scenario of two steel plants under study.

4.00 Figure-8
350 -Proportionality constant of operating Qrofitabilitv
& total factor productivity of Tisco versus SAIL
3.00
’0
2.50 y=1.2881x-1.2141% %
- : *
2.00 4 RZ=0Q, 7492/’./ -
1.50 / *
100 g <
0.50 T T T 1
1.50 2.00 2.50 3.00 3.50

Table-2: Productivity achievement with technological intensity- R2 values for
different functions

| linear | Exponential | Logarithmic | Polynomial | Power
Quality productivity with Technological intensity

Tisco | 0.6958 0.6096 0.7745 0.9422 0.6911

SAIL | 0.2113 0.1491 0.2000 0.2176 0.1367
Energy productivity with Technological intensity

Tisco | 0.6546 0.6480 0.6994 0.7532 0.6946

SAIL | 0.2568 0.2417 0.2443 0.2647 0.2291

HR productivity with Technological intensity
Tisco | 0.8261 0.7447 0.8539 0.8605 0.7931
SAIL | 0.3991 0.3016 0.3799 0.4112 0.2834
Total three factor productivity with Technological intensity
Tisco | 0.8063 0.7251 0.8607 0.9185 0.7908
SAIL | 0.2806 0.2170 0.2664 0.2891 0.2025
Operating profitability with Technological intensity
Tisco | 0.0162 0.0321 0.0415 0.5506 0.0633
SAIL | 0.3195 0.2793 0.3502 0.4179 0.3071
Functional relationship of productivity :intheTable-2.

gains with technological intensity

Now, the level of productivity achieve-
ment of two steel plants in relation to
their respective fechnological intensity

has been examined using five different
: logical intensity. Using the polynomial
i function, the correlation coefficient for
i each of the three factor productivity as

functions: i) linear, ii) exponential, iii)
logarithmic, iv) polynomial, and v)
power with their respective R2 values as

Volume 41, No. I11, October 2015

i From the Table-2,
i polynomial function is the best fit fo
irelate each of the three factor
productivity, total productivity as well as

it is evident that

operating profitability with techno-



well as for the fotal factor productivity
has been much more significant for
Tisco as compared to much lower figure
for SAIL. This clearly indicaftes that
fechnological intensity has a much
stronger bearing on productivity
achievements of Tisco unlike SAIL,
where the focus of fechnological
intensity has been more on economy of
large scale operatfions. Operatfing
profitability has been correlated with
the total factor productivity level to a
great extent as tested earlier. This is
observed to be more orless valid for SAIL
when both are more or less weakly
correlated with fechnological intensity.
However, operating profitability for
Tisco has been much weakly correlated
with fechnological intensity (correlation
coefficient of 0.55) unlike the strong
correlation of total factor productivity
with fechnological intensity (correlation
coefficient of 0.92). This clearly indicates
that behind Tisco's distinct differential
success in operating profitability on top
of three factor total productivity of
quality, energy and the HR, there must
be some otherresidual resource base in
addition to technological intensity. The
'Efficient’ publicimage of Tisco built over
the years compared to 'Ineffective’
public sector like SAIL may possibly be
some such residual resource base to
account for its differentfial level of
operafing profitability.

Conclusions

Steel production of India has been on
accelerating path fo meet potential
demand for its billion plus population as
against almost stagnant global steel
production scenario and negative
growth rate of of China's steel
production, the world number one steel
producer. However, the productivity

ESEARCH BULLETIN

i level of Indian steel plants has a long
iway fo
i comparable with global benchmark. To
i boost production and productivity,
i fechnological up-gradation of Indian
i iron and steel sector is indeed important
{in ifs resource constrained economic
i scenario. The present study analyzes the
i technological progress of two steel
i companies, how the hundred year old
plant has been modernizing its plant to
i improve productivity to acquire a place
{in the global scenario as one of the
: lowest cost steel producers, whereas the
i giant public sector plant has been going
{in for economy from
operations still with its huge manpower
i base. The three factor productivity
: model based on the quality, the energy,
i and the HR has been the snapshot view
i of operational
i productivity scenario of two steel plants
i here. Technological progress being the
i most dominant resource particularly for
steel plant productivity level, it has been
i interesting to study here functional
i relationship of technological intensity
i with productivity achievements.
i However,
i resource bases like the suppliers, the
i customers, strategic alliance, and the
i public image could also be considered
along with technological intensity as
i causal factor for productivity achieve-
i ments.
restricted to three-factor productivity
i achievement level because of techno-
i logical intensity, however, further study
i could be made into different process
i improvements starting from mines and
i collieries, iron and steel making, and
i roling mills for finished steel thereby
i identifying the specific areas for further
{ improvement for each of the two steel
i plants.
i restricted to three-factor productivity

improve fto become

large scale

effectiveness and

the impact of external

Here the study has been

Here the study has been
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achievements of two steel companies,
Tisco and SAIL for inter-firm comparison
using their available published annual

meration of five steel plants, a separate
study could be made of inter-plant
productivity comparison from techno-

plants.
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Public Expenditure on Education, Human Capital
and Empowerment of Women

Abstract

Difference in human capital bet-
ween men and women is consi-
dered as one of the major factors
that perpetuate gender wage
inequality. The paper examines the
effects of govern-mental policies
regarding public provision of
education on gender based wage
inequality. A two-sector full-
employment model is developed
where the human capital endow-
ments of men and women are
different, with the latter being
typically less. Comparative static
exercises show that increase in
public expenditure on education
with equal allocation across gender,
may aggravate gender wage
inequality; on the other hand, higher
public expenditure with greater
allocation fowards education of
women may narrow down the
gender wage gap. The results
indicate that governmental
discriminatfion in favour of women in
provision of education might
compensate for the social discrimi-
nation against women in access to
educatfion and ensure empower-
ment of women.

Keywords

Gender Wage Inequality; Human
Capital; Public Expenditure
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Ujjaini Mukhopadhyay

Introduction

{ A significant impediment for women in
i developing countries
i disadvantage in the labour market. It
i manifests itself through gender wage
i inequality, which generally refers to the
average difference in hourly earnings of
imen and women. Women's wages
i represent between 70 and 90 per cent
: of men's wages, with even lower ratios in
isome Asian and Latin American
i countries
World Bank data, the average gender
: wage differential in India was 24.85% in
i 2009-10. The existing literature identifies
disparities in human capital and skill
i across gender as one of the major
i factors in triggering gender wage
i inequality and posing a threat to
i economic empowerment of women.

is economic

(ILO, 2009). According to

: The prerequisite of economic empower-
i ment of women is the possession of skills
i and resources to compete in labour
i market, so as to ensure pay equality. It is
i necessary forwomen to have equality in
‘human capital,
i education, skill and training. However, in
i developing countries there exist
i remarkable disparities in human capital
i formation between men and women
that perpetuate genderwage gaps.

which refers to

The basic reasons for this gender gap in
i human capital are mainly threefold: first,



in many developing countries, like India,
children living in rural or remote areas,
stilllack access to a safe, nearby school
with quality learning opportunities.
Being female exacerbates an already
difficult situation, since shortcomings in
educational infrastructure like lack of
toilet facilities, female teachers, efc.
make education hardly conducive for
qgirls.

Secondly, due to financial constraints in
most families in developing countries,
parents face a frade-off while deciding
on provision of education to boys and
girls. In these countries, with typically no
social security or state pension, male
children still provide old age support to
their parents while any benefits of a
daughter's education are obtained by
her in-laws. Thus while expenditure on
boys' schooling results in benefits for the
parents, expenditure on girls' schooling
does not. Social customs like dowry, in
fact, add to the cost of bringing up girls
and act as deterrent to girls’ education
for cash consfrained households. In
other words, there is an asymmetry in
parental incentives to educate sons
and daughters (GandhiKingdon, 2002).

Thirdly, women take the major
responsibility of household work,
childrearing, and caring for elders,

energy and fime that they could spend
on paid work, and increases the
probability of job interruptions. Hence,
women cannot benefit as much as men
from additional investment in
education (Schilt and Wiswall, 2008). In
fact, women tend to concentrate in
sectors and jobs that allow them
flexibility in timings, entry and exit and
typically induce them to opt for low
payinginformal sectorjobs.

ESEARCH BULLETIN

i In developing countries, education is
i largely provided by the government.
: Although private schools and educao-
i fional institutions are growing at fast
i pace, public provision of education s still
a pervasive phenomenon in these
i countries. In order to improve school
i infrastructure and provide incentives for
i enrolment and retention
i governments have been augmenting
E‘rheir overall budgetary allocation for
i education. For example, in order to
i achieve universal
i education in India, the government has
i undertaken various policy measures
fand
: Blackboard, Mid-Day Meal Scheme,
i Sarva Shiksha Abhiyan, etc. Moreover,
i to remove the social bottlenecks and
i ease off the financial burden of families
{in sending daughters for education,
i governments have also embarked on
i various gender-centric policies to
i dllocate specific proportions of their
Ebudge’r exclusively for education of
i women. Forexample in India, in the state
i of Bihar, girls have been provided free
: uniforms and free bicycles for travelling
i fo school. In Bangladesh, the Female
i Stipend Program is targeted towards
i education of girls. Conditional cash
ifransfer
undertaken in Lafin American countries
i like Ecuador, Nicaragua and Brazil.
which substantially diminishes the

§Hence in countries where there exist
i gender based social discrimination in
i access to education and human capital
i (due to financial or infrastructural defi-
i ciencies), the governments often resort
{to initiating discrimination favouring
women in public provision of education.
i This is accomplished by directing public
i educational invest-ment to women by
Ewoy of providing incentives, subsidies
i and infrastructures especially for girls.

in schools,

of elementary

interventions like Operation

programs have been
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While this policy can be justified on the

education and externalities in the form
of positive effect of mother's education
on children’s schooling and health
(Schultz, 2003), it also becomes
imperative to examine whether the
women specific education policies can

wage inequality as well.

theorefically examine the effects of
governmental policies regarding public
provision of education on gender
based wage inequality. A two-sector
full-employment model is developed

are employed. The human capital
endowments of men and women are
different, with the latter being typically

education with equal allocation
irespective of gender,
gender wage inequality, while higher

public expenditure with greater
women may have a favourable effect
on the gender wage gap. Thus
governmental discriminatfion in favour
might compensate for the social
discrimination against women in access
fo education and ensure empower-
ment of women.

The Model

A full employment economy is consi-

and sector 2. Both the sectors use male

tal (K) to produce goods X, and X, . It is

Volume 41, No. I11, October 2015

. iof men and women
may reise Human capital is formed by education
and job experience. It is assumed that
allocation towards education of : education is entirely provided by the
i government and hence dependson the
{ amount of public spending on educa-
fion (E) that may take the form of educao-
of women in provision of education Efrion subsidy or expendi’rgre on school
i infrasfructure. The benefits of govern-
i ment spending on education are
ireceived by both male and female.
{ However, to compensate for the gender
i specific infrastructural needs and discri-
i mination against women in access to
i education owing to social reasons, the
i government allocates o proportion of
dered to consist of two sectors - sector 1 : {h€ fotal spending on education
: exclusively for girls, while the rest (1- o)
labour (M ), female labour (F) and capi- proportion is spent for boys. It may be
i noted that the Government of India has
iundertaken various schemes

assumed that sector 2 is more capital-

intensive than sector 1. All the three : distribution of bicycles, construction of

i factors are fully employed and are per-
grounds of ensuring gender equity in
i The male and female workers earn
i different wages (per productive unit),
gdenoted by W, and W, respectively.
i Production functions exhibit constant
! returns to scale with diminishing marginal
: productivity to each factor.

have favourable effects on gender :

i The following symbols are used in the
: formal presentation of the model.

The objective of the present paper is fo

M = male population; F = female popu-
i lation; K = capital stock; 6, = distributive
i share of the j th input in the i th sector, i
:=1,2;j=M,F,K; A, =proportion of thejth
i input employed in the i th sector, i=1, 2;j
where both male and female labour §=M,F,K;Sjk’=The degree of substitution
i betweenfactorsjandkintheithsector, i
=12, A=

t example, X, = (dX, /X, ).
less. Comparative static exercises show ple. X, = (aX./X,)

that increase in public expenditure on Let h,, and h, denote the human capital

fectly mobile between the two sectors.

proporfionate change, for

respectively.

like



girls’ toilet, recruitment of more female
in order to promote education for girls.
development conducive for education
of girls, while stipends and other incen-
fives address the financial constraints of
households.

sentative female workeris given by

he= e+ Si(oF) (1)
Here a, depicts the human capital of
women due fo job experience and is
independent of E ; S, > 0 denotes the
women to public spending targeted
tfowards girls.

sentative male workeris given by

hM:oM+SM{“ -(X)E} (2)

Here q,, depicts the human capital of
men due to experience in job market

human capital of men to overall public

spending on education.

their domestic and reproductory res-

by the following set of equations.
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WMOMr + WFOH +ray, = Pv (3)
teachers, scholarships for girl child, etc. :

C - W,a,, +Wa, ra, =P, (4)
These schemes lead fo infrastructure

{ Equations (3) and (4) are the usual price-
i unit cost equality conditions in the two
i sectors of the economy operating in
i perfectly competitive markets,
) ) ! pectively. Here, q, denotes the capital
The human capifal function of a repre- : output ratio in the i th sector, i=1, 2; a,, is
{ the male labour-output ratio in the i th
isector, i = 1, 2, a, denotes the female
! labour output ratio in the i th sector,i=1,2;
i P, are the price of theith good,i=1,2;W,,
i and W, are the competitive wage rates
(per productive unit) of male and female
) A ! labour; andris the return to capital.
responsiveness of human capital of

Complete utilization of capitalimplies

res-

. . OKIXI+GK2X2=K (5)
The human capital function of a repre- :

Here, X, denotes the outfput level of the i
i th sector, i =1, 2; Kis the endowment of
i capitalinthe economy.

Full employment of male and female
! g - i labourimplies respectively
while §,, > 0 is the responsiveness of :

QX +0,X,=h,M (6)

. . . OFIXY+OF2X2:hFF (7)
Itis assumed that a,, > a.since owing to :

ing (1 2)i , t
ponsibilities women face frequent : Using (1) and {2)in 6] and (7), one gets
inferruptions in jobs and hence possess _ B
lower human capital attributable to job Xy + QyeXs = {0+ Su{(1-a)E)IM
experience. Also, §,, > S, owing to social : B
discrimination on the basis of gender, §GF’X'+OF2X2_{OF+SF(O°E)}F
whereby girls are allowed lesser access

to education by their parents than boys. : Here it is assumed that M and F are the

: number of male and female labour.

The general equilibrium is represented ) ) . .
i The public spending on education is

(6.1)

(7.1)
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financed by taxing the rental income of
capitalists. Thus,

E=pBrk (8)

where Bis the taxrate and rK depicts the

spending on education.

There are eight endogenous variables:
w,, W.r X, X, E, h, and h. that can be

system, where the factor prices cannot
be solved from the price system alone.
Therefore, any change in the factor
endowments affect factor prices, which
in turn, affect the per unit input
requirements, a,s ineach sector.

capital intensive than sector 1. This
implies that (A, +Ax ) A, > (A, TA) A, and/
or (6,, + 6,)0, > (0,, + 6,)6,,. It is also
assumed that sector 2 is more male
labour intensive vis-dvis sector 1
implying  A,A, > A, A, and/or 6,, 6, >
emem‘

affects the human capital of both men
and women, affecting their productivity,
be measured by the following expression:
W, =W, h, —W.h, (9)

Effects of an increase in overall public
spending on education

Case I: No discrimination across gender
in provision of public education, i.e.
o=1-0=1/2

Volume 41, No. I11, October 2015

i Suppose the government allocates
i equal proportion of public funds for
i provision of education to girls and boys
i (0.5E = E/2 to each group). An increase
iin the overall
i education, E,
i schooling and boosts the human capital

fotal rental income. The government : T
i and productivities of both men and

raises B in order to increase its public :
i women.
i access to education for girls (S,, > S,), the
frise in their human capital is less than
boys. Given the demand, the increases
solved from equations (1)-(5), (6.1), (7.1 |n productivifies of men and women
and (8). Thisq is an iiwgle(ctrgnpgsc(nble) reduce W, and W.. '_\IOW i ’rhe.n.e‘r rse in
: male labour supply (in productivity units)
i exceeds that of female labour supply,
fallin W,, is more than that in W,, so that
i the producers substitute capital and
: female labour with more of male labour,
i thus raising the demand for male labour
i and theirwages, W,, (under the sufficient
Let us assume that sector 2 is more : conditions as depicted in (A.10.2). The
: demand for capital and female labour
i reduces so thatr and W, falls. The effect
on gender wage inequality depends on
i the effects on the wages of male and
i female labour and their respective
i human capital. The gender wage
iinequality aggravates under the
i sufficient conditions depictedin (A.10.2)
{ inthe Appendix.
Since the public policy on education
This establishes the following pro-
: position™:
the gender wage inequadlity, (W) should

public provision of
raises the level of

However, owing to lower

: Proposition 1: An increase in the overall
i allocation for public expenditure on
education may aggravate gender
i wage inequality if the allocation of funds
to men and women are equal.

i Case lI: Discrimination in provision of
: public spending on education in favour
: ofwomen,i.e. o> (1-0)

' For mathematical proof, see Appendix.



Now, suppose the government allo-

the specific target to educate women.
This implies that there is discriminatory
allocation of public fund for education
in favour of women o > (1-0). An
increase in E inflicts two effects on the
productivity of men and women. First,
since there exists discrimination against
women in access to education (S,,>S,).
rise in productivity of women is less than
governmental discrimination in
women o.> (1-a), the productivity hike in
women is higher. Given the demand for
male and female labour, both W,, and

However, if the female labour supply (in
productivity units) increases more than
that of male labour supply, fall in W, is
more than that in W,,. The producers

demand for female labour and their
wages, W, goes up (A.10.3). The net
effect on gender wage inequality

male and female labour and changes
wage inequality declines under the
sufficient conditions depicted in (A.13)
inthe Appendix.

Hence the following proposition
follows®:

allocation of public expenditure, with a
fowards education of women may

have favourable effect on gender
wage inequality.

* See Appendix for mathematical proof.
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i Concluding Remarks
cates higher proportion of its funds with
i Differences in education and human
i capital are often cited as the primary
i reasons behind gender wage inequality.
i Inmost developing countries, education
i is provided by the government. Govern-
ments offen adopt two types of policies
i regarding allocation of funds for public
i provision of education: (i)
i allocation for girls and boys and (i)
that of men; secondly, since there is i allocation of a higher proportion for
: education of women.
provision of education in favour of i imperative to ascertain which of the
i policies can be more favourable for
i gender wage inequality, particularly in
i countries where there exist discre-
W, fall, due o rises in their productivity. : PAncies in access to education across
: gender due fo various social bottle-
i necks. The paper develops a two-sector
i full-employment model where the
i human capital endowments of men
; . . iand women are different, with the latter
' i exercises show that increase in public
i expenditure on education with equal
allocation irrespective of gender, may
i raise gender wage inequality; on the
depends on the effects on the wages of : other hand, higher public expenditure
. ) ) iwith greater allocation towards
in their human capital. The gender ‘ education of women may have a
i favourable effect on the gender wage
Egop. Hence governmental discrimi-
i nation in favour of women in provision of
i education might compensate for the
i social discrimination against women in
i access to education and ensure em-

- . . i powerment of women.
Proposition 2: An increase in the :

equal

It becomes
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Appendix

use of envelope conditions® yields

GMIWM +GF1WF +9K1;’::O (A])
OMZWM +eF2Vf/F +9K2f =0 (A.2)

we get
Wag =G /10 DB r1Ox2 —0x10 5] (A.3)

Wp=F/10 DBg®y2—0110x2] (A4)

h vy =Sy (LEE
GandhiKingdon, G. 2002. ‘Education of | ~M"M m( )

in Reason and hphp={Sp(1-0)EE]
: Total differentiation of (5), (6.1) and (7.1),
iuse of (A.3) and (A.4) and rearrange-
i ment gives,

7\.](])21 +}\’K2)22 :—A];'\

where |0]=9,,6,,-9,,6;, <0

(A.5)

(A.6)

(A7)

7» X+ A0 Xy + Ayi =Sy, (0EE) (A.8)

Schilt, K. and Wiswall, M. 2008, ‘Before | = MI71 7 HM222 7220 m2M (0EE)
and After: Gender Transitions, Human > v A A
' EAm X A Xy + 43P = {Sp(1—0)EE} (A9)
Capital, Workplace Experiences, The PR X + A5 =S (1) EEY
i Solving
: Cramer’sRule, we get

(A.7), (A.8) and (A.9) by

P =(EE IS p (hgihary =hgohast
Schooling and Health Returns’, Working

+(A=a)Sy A gorp —Axidpa ]l (A10)
where

I\ = 41 Maidpg =Aarahp) + 4y

Total differentiation of (3) and (4) and (Apihis —Agihg) + A3 hazs —Aasihiga)
and

4 =[O0k Skar +hxaStar)

{07102 +0)12) =02 O g +0,1)}
Solving (A.1) and (A.2) by Cramer’srule,

+1Skp + Ak 2SkENO 2@ k1 +051)

03102 +912)3

‘It may be noted that producers in each industry choose techniques of production so as to minimize unit costs. This leads to
the condition that the distributive-share weighted average of changes in input-output coefficients along the unitisoquantin
each indusfry must vanish near the cost-minimization point. This states that an isocost line is tangent to the unif isoquant. In
mathematical terms, forexample, cost minimization condition in sector2 may be written as: 6 p2ég; +6 k2dg, =0

These are called the envelope conditions. See Caves, Frankel and Jones (1990) and/or Chaudhuri and Mukhopadhyay

(2009).
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Ay =My Shar +Mar2Sige)
Og1Opy +0,,2) =020 +0,,1)}
+Mar1Shix +Aar2Sig)]

Or2O0k1 +011) -0 O ks +6)/2)}]
A3 =[Ap1Skas +Ap2SHar)
Ox20p1+0)1)—0x1OF2 +6)/2)}
+ (Mg Skx +ApaSEaSEx)

04/10x2 +052) 02O +6)}]

It is evident that

i
A1>0if9M2 >S’_<M 5 S 5i=12
F2 Skp  OF

A4, <0

i
A3>0ifeM1 >SFM s Qi 5i=1,2
Og1 Sk Ok

Hence |A| <0 if the above conditions
hold.

By totally differentiating (?) we have
WIWI = WMhM (WM +hM)
~Wehp(Wp +hp)  (9.1)

Effects of an increase in overall public
provision of education

It is assumed that E> 0 .
Caselia=1-oa=1/2

From (A.10), we get

+Sp hgohpr —Agihpa }]

<Sy{rgarpr —AgiApa}

ESEARCH BULLETIN

- P =(BE12DDISE hgihara —Agohan }

(A.10.1)

F<0if Spihgidy —Agakas}

(A.10.2)

From (A.3) and (A.4), we get
WM >0, WF <0 and(Vf/M —WF)>0

Use of (A.3), (A.4), (A.5), (A.6) and (A.10)
in(9.1) yields

I = (EE Bk (Sphars
—Surr2) + g2 (Syhp =Sk}
Warhy O k201 =018 12)

Wrhp© k1042 =0419k2)}

+0|M s har Sar —WrphpSEH (AT

 Since S, > S, itimplies that h,, > h, and W,,
i >W.. Hence W, h,S,,>W;h,S..

 From [A.11) itis evident that
W, >0 if condition (A.10.2) holds.

i Casell: o>1-0

From (A.10), we get 7 >0 if
aSp{Agihy2 —Agady}
> (1=a)Sy {hgorp —AgiAra} (A10.3)

The above condition is possible if

Sp (-a)
Y o

Volume 41, No. I11, October 2015



ESEARCH BULLETIN

From (A.3) and (A.4), we get

. . o - WrhpOkiOp2 —0410k2)}

Wy <0, Wp >0 and Wy, — Wr)<0 i
-+ By (1= 0)S ) —WphpaSE

Use of (A.3), (A.4), (A.5), (A.6) and

(A.10) in (9.1) yields (A.12)

Wi, = (EE 1B MDAk (@S phass

~(1=0)Sy Ay +Ag o (1—t)

Syhpi —0S Ay}

Hence from (A.12) itis evident that
I, <0 if (i) condition (A.10.3) holds and

iy SE 5 4=
Waihy O k201 =010 ) Sy o (A.13)
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'Relationship’ in Small Firm Finance: A Study of
Small Enterprises in West Bengal

Abstract

The small and medium enterprise
(SME) sector provides an impetus fo
economic development; yet, their
operations and growth are often
constrained by their limited ability in
obtaining credit. Financial interme-
diation theory demonstrates that
asymmetric information plays an
important role in debt confract
negotiations between the bank and
the firm. Small firms are further
vulnerable because of their sole
dependence on financial institu-
tions/banks for external funding.
These firms do not have access to
public capital markets. Under the
given situation, a good relationship
of the entrepreneur with the lenders
could be a source of softinformation
about the firm that would help
mitigate the information problems in
small firm finance.

In order to crystallize this research
issue, this paper has used data
collected from 100 small firms,
selected from two districts of West
Bengal, having filed EM Il with the
DIC, Government of India as per the
MSMED Act 2006, during the five year
period 2010-2014.

The final results reveal a statistically
significant positive relation between
financial leverage of the sampled
firms and the quality of their
relationship with the lenders (measu-

- small
i because of their dependence on finan-
‘ cial institutions for external funding.

Indrani Dasgupta

red by a score on a specially cons-
fructed Relationship Index). There-
fore, we may infer that small firms
incapable (orreluctant) of disclosing
information (hard information) to the
debt providers will have an incentive
to build a relationship with their
lenders in order fo minimize the
financial problem.

Key Words

Small and Medium Enterprise (SME),
Finance, Lending Technologies.

Introduction

i The issue of credit availability to small
 firms has garnered world-wide concem
irecently. One of the most common
: imperfections in the credit market is the
i incidence of information asymmetry
i between lenders and borrowers. This is
Eespeciolly the case with small enter-
i prises’. As a consequence, lending ins-
fitutions who do not know the real value
: of investment projects proposed by
i smaller firms (adverse selection) cannot
be sure how the proposed funds will be
i applied (moral hazard). The poor quality
i of financial information produced by
smaller enterprises is mainly responsible
i forsuchimperfection.

firms are further vulnerable
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These firms simply do not have access to
public capital markets. As a result,
shocks to the banking system can have
a significant impact on the supply of
credit to small businesses. Thus, small
firms are subject to funding problems in
equilibrium and these problems may be
exacerbated during periods of disequili-
briumin financial markets.

i stored, evaluated and transmitted to
i third parties while soft information is
: difficult to handle. Moreover, the notion
i of soft information is not well-defined in
i the literature. Therefore the problem of
asymmeftry with the soft information is
i even more crifical
i cannot be made through papers and
i documents. Relationship between the

as ifs disclosure

i two parties largely helps to mitigate the

Academic literature and observations
of business practices indicate that the :
typical financing pattern of the small
business follows a hierarchy with sources
requiring information disclosure placed
lower in the order of preference. The
entrepreneurs in order fo avoid the !
adversities of information asymmetry
prefer internal financing as it requires
minimum or no information about the
firm or the entrepreneur, followed by the
short term debt (being less affected by
information asymmetry) and finally long
term debt (being most effected by
information asymmetry).

i Empirical
i lending are often consistent with the
iimportance of strong relationships.
i Stronger relationships, are empirically

informationimbalance.

studies of small business

associated with lower loan interest rates

i (eg, Berger and Udell, 1995; Harhoff and
i Korting,
i requirements (eg, Berger and Udell,
i 1995; Harhoff and Korting, 1998a), lower
i dependence on trade debt
i Petersen and Rajan, 1994, 1995), greater
i protection against the interest rate
i cycle (eg, Berlin and Mester, 1998; Ferri

1998a), reduced collateral

(egq,

i and Messori, 2000) and increased credit

Relationship lending is a powerful
fechnology to combat the problem of :
information and thereby the credit
availability in small business and is the
main subject of this paper. Under
relationship lending, banks acquire
information over time through contact
with the firm, its owner, and its local
community on a variety of dimensions
and use this informatfion in their
decisions about the availability and
terms of credit to the firm.

Information can be both 'hard'
(financial) and 'soft' (non-financial)"
and asymmeftry arises when fthe
financer assumes the firms (borrowers)
to possess better quality and quantity of
information than itself. Hard information
can be relatively easily gathered,
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: availability (eg, Cole, 1998).

In this backdrop the paper attempts to
i verify how far relationship between
: banks/financial institutions and the small
i businesses help in obtaining external
i finance by mitigating the problem of
information asymmetry. The remaining
i paper is organised into four sections.
i Following this Section which gives a
: formalinfroduction o the researchissue;
i Section Two provides a snapshot of the
Indian small
i emphasising upon their financing issues.
i Section Three
i primary lending technologies and
ireviews relevant literature thereby
! bringing out the research gap. The data
i base and the data collection technique

business scenario

introduces the two

also form a part of this Section. In Section



Four an empirical study of the data is
conducted to draw out the significance
(if any) of relatfionship (of the firms with
the potential lenders) in obtaining
external finance. Section Five draws out
conclusions.

A Snapshot ofthe Indian Scenario

In India the SME sector contributes eight

per cent of GDP, comprises 50 per cent
i and institutions result in heavy depen-
i dence on alternative informal financing
i channels in India. Financial assistance
i from friends and families accounts for a
major proportion of the alternative

of the total exports, 45 per cent of total
industrial employment. The sector
accounts for 95 per cent of all industrial
units producing over 6000 items which
range from simple consumer goods to
highly sophisticated end-products”. It is
one of the most crucial sectors in the
Indian economy especially inregards to
creating job (largest employer of
human resources after agriculture) in
rural and semi-rural areas where more
than 70 per cent’ of the total population
lives. Despite the importance fo the
economy, most SMEs in India are not
able to stand up to the challenges of
globalisation, mainly because of
difficulties in the area of finance
(Srinivas, 2005).

Banks are the dominant channel for
providing funds to industry in India.
However their importance in funding
smaller firms is even more pronounced
since most small and medium
enterprises (SMEs) are not able to
(Thampy, 2010). But here too, infor-
criterion and acquisition of the required
information from the borrowers poses a
challenge for banks as borrowers have
more information than the lender about
the projects (Myers and Maijluf, 1984).

Access to finance has been considered

ESEARCH BULLETIN

i the major bottleneck” in the growth of
i SMEs in India (Lader, 1996; Thampy,
£ 2010) as it is the root cause for all other
i problems faced by the small business
i sector. Thampy (2010) examines the
major issues in the financing of SMEs in
i the Indian context, such as the infor-
i mation asymmetry facing banks and the
i efficacy of measures such as credit
i scoring for SMEs. Poor profitability and

lack of access to formal capital markets

i finance, followed by trade credit
i extended by the suppliers of raw
i material and labour. Only a small

percentage of the SME units are able to
i accessinstitutional finance while most of
the others depend primarily on internally
i generated funds and/or informal
i financing channels
i banks
i information asymmetry so as to take the
i appropriate lending decision so that the
good firms are not financially constrai-
i ned, and at the same time, cut down on
exposures to bad credit risks. Whether
i fransaction lending would be adequate
ifo address the information issues or
i would lending have to be based on a
i relationship with the SME, using both
i 'nard' and 'soft' information purposes this
E study.

access the capital markets for funds

: Lending Technologies

mation acts as an important decision

i Lending technologies can be distingui-
i shed based on different dimensions such
i as the primary source of information,
i screening and underwriting  policies/
i procedures,
i contfracts, and monitoring strategies
iand mechanisms

Vil

. The challenge for
is therefore to bridge fhe

structure of the loan

(Berger and Udell
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2006). Among others, two main lending
technologies used to finance small and
medium enterprises (SMEs)
primarily distinguished by the type of
information bank (lender) uses in
granting and monitoring the loan. On
the one hand, fransaction-based
lending technologies are primarily
based on borrowers' hard quantitative
information, such as the strength of the
financial statement or the value of their
assets, which are relatively easy to
document and fransfer. On the other
hand, relationship lending is primarily
based on borrowers' soft qualitative
information, such as the entrepreneurs'
characteristics including skill and
integrity, which are difficult to verify.

Transaction based lending, specifically
asset based lending i.e., acquisition of
loan through pledging of collateral is a

credit acquisition process (Berger and
Udell 1990). Moreover, the use of
personal collateral and commitments is
a common feature of many small
business credit contracts. The relation-
ship between SMEs and banks is often
characterized by asymmetric informa-
fion, adverse selection and moral

problems eventually may lead to the
problem of credit ratfioning, which
could be mitigated by the use of
collateral in the credit contract (e.g.
Stiglitz and Weiss 1981; Bester 1985;
Besanko and Thakor 1987; Freel 2007).

However, an extensive literature (Boot
2000) discusses the role of relationship
lending in solving asymmetric informa-
fion problems between borrower and
lender. The proximity between lender
and borrower is expected to facilitate
ex antfe screening and ex post monito-
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iring and, as such, could mitigate
! informational asymmetries.

can be |

i Relationship
i existence of specific information on the
: borrower, which is available only fo the
i financial intermediary and the customer
i (Diamond, 1984). This privacy encour-
ages the entrepreneur to transmit data
i (Bhattacharya and Chiesa,
Rheinbaben and Ruckes, 2004) and the
i bank fo carry out costly monitoring work
i (Cole 1998; Boot 2000). As a consequ-
i ence,
i improve the bank's knowledge of the
i characteristics of both the firm and its
projects, making it less risky for the bank
i fo grant a loan. For the borrower, this
i should facilitate an increased availa-
bility of debt and a lower cost of capital
i (Petersen and Rajan, 1994; Berger et al.
i 2001).

widespread and important basis of the

i Literature provides evidence of the
significance of relationship in
i acquisition by SMEs globally. However
i similar study is limited in the Indian
i scenario especially with respect to West
: Bengal. Having 5668 MSMEs" to its credit
i West Bengal
platform for conducting such study.
hazard problems. These information

: Data has been collected from a sample
: of 100 small enterprises, distributed over
ithe two districts of Kolkata and 24
i Parganas (South) in the state of West
i Bengal,
i random sampling method. The strata
comprise of manufacturing and service
i sectors and the reference period is 2010-
:2014. A structured questionnaire was
used to gather data on the demo-
i graphy of the entrepreneur, profile of
the firms, basic financial parameters
i and perception of the entrepreneurs
i about the constraints on raising external

lending implies fthe

1995;

relationship lending should

loan

provides a suitable

India, following stratified



debt and relationship as a means to
overcome such consfraints. The
entrepreneurs recorded ftheir opinions
on a five point scale with degrees
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i use external finance (short term or long
i term debt) and 69 percent use both
: internal and external sources of finance
i in varied proportion.

ranging from 1 ('strongly disagree') to 5

('strongly agree'). When using the likert
scaling technique, the scale values
assigned to each statement are sum-
mated to yield a total score for each
respondent. The average of this score is
then calculated to measure the

respondent's overall view towards the :

given point (Kothari, 2004).
Analysis ofthe Data Collected

On examining the general profile of the

sample, it appeared to be skewed :

tfowards manufacturing activity and

limited form of ownership with predo- :

minantly male directors. The sample is

The study proceeds to look into the issue
i of relationship of the firm with the debt
i providers as a criterion in debt
acquisition. To evaluate the perception
i of the respondents on their relationship
i with the lenders, a summative model has
i been used to calculate a score on the
i Relationship Index (RI) of each
i respondent on the following statements
i as gathered on the likert scale (1=
istrongly disagree and 5= strongly
: agree).

Egzl Rg - Zgzl Rb
: n
Where, n=number of statements

RI of a respondent =

evenly distributed with respect to the :

value of asset and sales. A small
percentage of the sampled firms are

R, = response of one enfrepreneur on

: statementindicating good relation

more than 30 years old, the rest young

ones. As regards to financing, 31
percent of the sampled firms does not

R, = response of one entrepreneur on
i statementindicating bad relation

* Entfrepreneur’s relation with the bank is important in acquiring loans~

* Bank manager helps in crisis

* Bank manager gives positive suggestions

* Have confidence in the advice of bank manager
* Rely on bank for changing financial needs

* Bank manager does not understand small business N

¢ Prefer to avoid contact with bank

* Bank manager is not interested in the business
* Feel intimidated when dealing with bank
* Bank offers standard financial small business product )

The first five statements have been
grouped under the category of 'good
relation' and the next five statements
have been categorized under 'bad

Good
Relation

>~ Bad
Relation

i relation'. A negative score (calculated
i through the summative model)
i indicates unsatisfactory relationship
gbe’rween the firm and the lenders
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(unfavourable for loan procurement),
whereas a positive score indicates a
relationship of good quality (favourable
forloan procurement).

i The Relationship Indexscore so derived is
i confrasted against the debt usage
i pattern of the sampled firms.

Table 1: Debt Usage and Quality of Relationship of the Sampled Firms

Relationship Scores
Bad .
Relation Good Relation
Debt | _ Per Per
usage | <0 | cent | 071 |>1°2| >2 | Total (%) | Total | -2y
No |11 7 | 8 5 31
ves [18 | 26 | 22 | 19 | 'O |51 (7a%)| 69 | 100
(67%) °
Total |29 29 | 27 |12 71 100
(100%)

Source: Likert scale, Survey 2010-2014

Table 1 show that 67 per cent of the
enterprises having highest score
(greater than two) on relationship issues
have procured debt. Moreover of the 69
firms having debt in their capital
structure 74 percent (51 firms) exhibits
positive score on Relation Index. This
may be anindication of the importance
of relationship in debt acquisition
especially in case of small informa-
fionally opaque firms.

But the dafa set shows a certain
percentage (26 per cent) of the
sampled firms that uses debft in spite of
their poor relationship with the lenders.
This confradicts the acquired assum-
ption. With an intentfion to mitigate this
contradiction we make an in depth
analysis of the other parameters

: assefts, sales turnover etc.) to the firms.
i The analysis reveals that of these 18 firms,
i 55 per cent possess total assets above ¥
: 200 lac (categorized as bigger of the
i smaller firms) and 67 per cent of them
i have sales turnover above % 200 lac
i (categorized as bigger of the smaller
: firms)*. Therefore we may assume the
i value of total asset and the sales
turnover of the firms to have played an
i important role in loan acquisition in the
i absence of a good quality relation with
i the lenders’. Again we further observe
i that some of the sampled firms in spite of
i their good relationship with the lenders
i do not use debt. This could be justified
i from the context of the demand-side
tissue” of capital structure of small firms
i (Bhaird and Lucey, 2006) and other
i externalissues.

considered by the lenders in providing

loan (some of them being value of total
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i The importance of a good relation with



the lending institution has already been
established by studying the perception
of the respondents. However to streng-
then this proposition cluster analysis and
simple descriptfive analysis of the data is
delvedinto.

For this purpose, the firms have been
categorized info homogeneous groups

ESEARCH BULLETIN

i withrespect to their capital structure into
i 'predominantly equity’
Eximcfely 92 per cent internal equity in
i fotal capital), 'moderate debt' (with
i approximately 53 per cent debt in the
total capital) and 'predominantly debt'
i (with approximately 64 per cent debt in
i the total capital) with the help of cluster
i analysis.

(with appro-

Table 2: Descriptive Statistics of the Factors

Variables Clusters N | Mean |Std. Deviation| Std. Error
REL Predominantly equity| 61 [0.3418 1.50469 0.19266
Moderate debt 25| 0.74 1.31038 0.26208
Predominantly debt | 14 |1.1464 1.66473 0.44492

Total 100| 0.554 1.49615 0.14962

The mean score (in Table 2) of
Relationship Index show that the clusters
of the firms with higher leverage have
higher relationship scores (1.14 for
'‘'oredominantly debt'). The lowest mean
score on Relationship Index of 0.34 is
reported by the cluster of firms who are
'oredominantly equity'.

These observations may therefore lead
to the understanding that relationship of
the firm with the lenders is an important
prerequisite in debt acquisition. This may
be because as prolonged relationship
between the firm and the lenders
improve the lender's knowledge of the
characteristics of both the firm and its
projects, granting of loan to the small
firms becomes lessrisky for them.

Conclusion

By questioning entrepreneurs through
the primary survey about their percep-

: fions about the need for information
: disclosure and
i acquisition, we find evidence that the
i respondents not only confirm informa-
fion asymmetry to be a major constraint
iin external loan acquisition but also
i communicate their perception about
: their cordial relations with banks/lenders
ifo be the best supplement of the
i information deficit. The sampled firms
iwho agree to the importance of
i relationship are probably the ones who
i maintain a good and healthy relation
: with their banker and are thus awarded
i with a better financial leverage. The
Efirms probably overcome the inherent
i opaqueness in information by maintain-
i ing a good relation with their prospec-
 tive loan providers. The lenders on the
i other hand, access 'soft' information
i about the firm which supple-ments the
i absence of authenticated financial
i statement based 'hard' information. This
“ makes them less apprehensive about

its influence on debt
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adverse selection and moral hazard.

A prolonged relatfionship with ‘rheé
bankers therefore facilitates availability

of external finance by compensating
for the information imbalance and

reducing the chances of adverse !
lending s
therefore one very important prerequi-
site in acquisition of debt under condi-

selection. Relationship

fion of asymmetric information. It is an

important technique adopted Toé

bridge the gap of information between
the firm and the prospective lenders.

Notes

American Economic Review.

other issues (unlike their larger counterparts)

which pose financing challenges for these
enfities (Welsh and White, 1981; Berger and :
1998; Scherr and Hulburt, 2001) as
demonstrated by higher earnings volatility and
failure rates. They also have shorter asset :
maturities and are featured with greater :
growth opportunities (Scherr and Hulburt,
2001). Information asymmetry is perhaps the :
most important characteristic defining smaill :
business finance (Berger and Udell, 1998). Thisis :
probably because of the lack of transparency
in the SME sector arising due to the absence of
mandatory publication of the audited financial  :

Udell,

statements and publicly visible contracts.

ii
than the

information refers to the borrower's manage-
ment skills (competence, education,
leadership and credibility), the product-market
position and his strategy.
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i Small and medium enterprises face certain

Soft information refers to any kind of data other
relatively transparent public
information about the firm such as financial
statements or the availability of collateral :
(Garc a-Appendini, 2007). Hard information
typically refers to the borrowers financial : References
statements and payment information while soft :

Akerlof, G.

iv. Government of India, Ministry of MSME, Annual
Report2010-2011

v Third Allindia Census of SSI, 2001

vi In the World Bank's Enterprise Surveys'
standardized dataset for 2006-2009, 31 percent
of firm owners around the world report access to
finance as a major constraint to current

operations of the firm.

vii

The Fourth All India Census of MSME (2006-2007)
reported that only 11.21 percent of the
registered MSMEs availed institutional finance,
while only 4.8 percent of the unregistered units
had access to bank finance. Almost 95 per cent
of the unregistered small enterprises were
deprived of the institutional credit and were
dependent upon self finance or borrowed
funds from friends, relatives and money-lenders.

. . . . viii Source: Office of Director of Cottage and Small
i The term 'information asymmetry' was first used  :

by George Akerlof in his work The Market for :
Lemons' in 1970. This situation was first descri- :
bed by Kenneth J. Arrow in a seminal article on :
health care in 1963 entitled "Uncertainty and
the Welfare Economics of Medical Care,"inthe

Scale Industries, Govt. of West Bengal, 2007 Re-
named as Directorate of Micro and Small Scale
Enterprises (MSSE)

ix There are some other parameters (not analysed
in this study) which are considered important by
the lenders while sanctioning loan applications
of the small firms. Moreover government
intervention often plays an important role in
loan acquisition by the small sector. These
probably may have helped the other firms
(among the 18 firms who are not the bigger
among the small firms) in acquiring loan.

x Therefore in the absence of relationship lending,
transaction-based lending facilitates
acquisition of finance by the sampled firms.

Small firms owners are often reluctant to
demand credit in order to avoid third party
interference and out of the fear of control
dilution. In the sample under study some of the
entrepreneurs expressed reluctance in using
debt as they thought the process of debt
acquisition and repayment to be hazardous
issues. There were even some underqualified
enfrepreneurs who were ignorant to the
procedure of debt procurement
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Socio-Economic Empowerment of Women Self
Help Groups in Jammu, India

Abstract

The present study is the outcome of
an ex-post evaluation of the Self-
Help Groups (SHG) promoted and
formed by the Non-government
organizations (NGOs) and District
rural development agency (DRDA),
Jammu & Kashmir. The study
evaluated the impact of socio-
economic factors on women empo-
werment of SHG members in Jammu
Region of India. It estimated a
structural equation model (SEM) and
correct for ordinality in the data to
account for the impact of the latent
factors on women's empower-ment.
The SEM results reveal that for the
SHG members, the economic factor
is the most effective in empo-wering
women. Greater autonomy and
social aftitudes also have a signifi-
cant impact on women empower-
ment.

Key Words

Women Empowerment, Micro-
finance, Structural Equation Model,
Self-Help Groups, Jammu, India.

Empowerment of women
i increased
i making and it is with this process through
which people experience themselves to
i be competent of taking decisions and
ithe right to do so
{ Individual empowerment can  further
i lead to alteration in existing institutions
i and standards, however, without the
i combined empowerment, the indivi-
i dual empowerment and alternatives
: are restricted. It is also related to the
i perceptions of social
i community focused development with
Ewhich it is sometimes puzzled. Krishna
i (2003)
i increasing the ability of individuals or
: groups to build efficient development
iand
renovate these optionsinto desired acts
i and results. It is by nature a procedure
i and/or result. In contrast, social capital
i includes social organizations such as
i nefworks,
i belief that assist coordination for shared
: benefit.
i generally target women with the
i unambiguous goal of empowering
i them. There are different fundamental
i motivations for practising women
 empowerment.

Amrinder Singh

Sushil Kumar Mehta

Introduction

indicates
involvement in decision-

(Kabeer, 2001).

capital and

explained empowerment by

life alternatives and then fo

norms and infer-personal

Microfinance programmes

Few disagree that
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women are amongst the poorest and
the most susceptible of the neglected
and thus assisting them should be a
main concern. While, others consider
that investing in women's potential
empower them to build alternatives
that is not only a precious goal in itself
but it also adds to a better economic
development.

Hashemi et.al (1996) examined whether
women's admittance to credit had any
impact on their lives, irespective of who
had the administrative confrol.
outcomes suggested that women's
access to loan confributes considerably
fo the extent of the economic
contributions informed by women, to
the probability of an enhancement in
asset belonging fo them, to anincrease
in their use of purchasing power, and in
their political and legal knowledge as
well as in compound empowerment
index. It also concluded that access to
loan was also combined with elevated
levels of mobility, involvement in major
decision making and political
participation for particular credit
institutes.

Puhazhendhi & Satyasai (2002)
conducted an exhaustive research on
Empowerment of rural women via SHGs.
The sample selected for study was 223
SHGs executing in 11 states across the
country. For evaluating the impact of
the programme, pre-SHG and post-SHG
positions were measured. Data on
diverse economic and social facets
such as asset composition, income,
behavioural changes, social
empowerment etc. was collected and
analysed to assess the impact. The study
concluded that SHG as institutional
preparation could positively add to the
economic and social empowerment of

Volume 41, No. I11, October 2015

i the poor. Titus (2002) examined the
iencouragement of
enfrepreneurs through SHGs. Women
i enfrepreneurs who had started small
i enferprises expanded them into large-
i size  units.
ireadymade garments and exported
i them. However most of the SHGs had
i not been able to attain up to the
i managerial and technical skills, and to
Emonoge the labour force. They had
i dual role load, gender bias, lack of
i Professionalism and the like.

The i

i Dhavamani
i empowerment of the women through
{SHGs
i Virudhunagar.
i sampling technique had been used to
collect the primary data. Out of the total
i groups of 398, functioning in Sattur Taluk
 under3NGOs, 10 per cent of groups (40)
: were selected from each NGO. From
i each group, only three members had
been selected randomly in order to get
i accurate information about the group.
i It had been concluded that the women
i had enhanced access to financial
i resources, more power for entering info
ithe power
: association through social affiliations
i and involvement, more self-motivation
: and self-confidence, and additional say
{in the family issues. It has also been
i examined that
: women's
i decrease
i definite types of household overheads.
i Rahman
i approach with in detail interviews,
! participant remarks, case studies and a
i domestic survey in a village, found that
i between 40 per cent and 70 per cent of
i the loans distributed to the women are
used by the partner and that the stress
i within the household increased leading

women

SHGs have also made

(2010) analyzed the
in Satfur Taluk of district
Proportionate random

composition, more

little increases in
income also leads to a
in male involvement to

(1999) via anthropological



tfo domestic hostility.
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i Kabeer 1999). Moreover, aspects such

i as legal and regulatory outline and

Aghion and Morduch (2005) elucidated
that microfinance empowers women
through alterations in household
choices, and negotiating power, by
enhancing overall sources, concerning
the returns on human capital and
controlling the features and standards.
Acknowledged by the household
negotiating literature, researchers
relate women's empowerment to the
economic empowerment by
microfinance (Browning and Chiappori
1998; Ashraf, Karlan, and Yin 2006).
Browning and Chiappori (1998) argue
that enhancing the virtual value of
women time and her financial income
increases her negotiating power to allot
resources among the household and :
empowers her. It also guides larger
investment in housing, education and
diet of children (Duflo 2003).

Others emphasize the social impact of
microfinance on greafter autonomy
(Anderson and Eswaran 2005; Goetz
and Gupta 1996), political and
awareness and social insertion (Aghion
and Morduch 2005; Dijkstra 2002; Beteta
2006; Bardhan and Klasen 1999). SHG
formation and frequent group meetings
give women an opportunity to escape
the wusual routine and discuss their
related burdens, allocate their issues,
giving them the occasion fo examine :
whether the core issues go beyond
individual mistake or accountability
(Townsend 1999). Changes in the
attitude of women through societal
pressure from SHPIs and other SHG
members can change thoughts within
the household, and can also guide to
bigger empowerment. Lastly, women's
empowerment is not just a conclusion,
but a course of action (Johnson 2005; :

i social norms and culture also have a
i significantimpact on the empowerment
i process (Beteta 2006). Baliand Wallentin
(2009) defined women empowerment
ias the procedure in which women
i effectively develop their well-being

given the South-Asian context. Within

i South-Asian society, not all actions that
increase welfare of a woman are
i essentially empowering in themselves
i (Bali and Wallentin 2009; Bali 2007). For
i example, activities such as enhance-
i ment in the nutrition of children, shows
i the way to greater competence in the
: woman's role within the household but
i also fall under her present role within the
i existingrules.

: However, in order to estimate women's
i latent empowerment, there is a need to
i frust on observed factors that confine
i the addition in empowerment.
: (2007) and Bali and Wallentin (2009)
i elucidate that it is only when women's
i welfare increases through involvement
: in non-traditional spheres, that one can
isay that women are empowered.
i Decisions such as family planning,
buying and selling of assets, use of birth
i control, children's marriage and the
verdict to send a girl child to school sfill
i stay outside the sphere of women in
: South Asia (Kabeer 1999).

Bali

Women "empowerment" has gradually
iturn out to be a strategic objective,
i fogether as an end to itself and as a way
ifo accomplishing other
i objectives. Particularly microfinance has
frequently been disagreed, but not
i lacking argument, to be an instrument
: for women empowerment. Ashraf et al.
(2010) using a randomized confrolled

growth

trial examined whether access to and
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advertising of an independently held
dedicated savings product led to an
increase in women decision-making
authority surrounded by the family and
found encouraging impacts, predo-

underneath median decision-making
authority in the bottom line, and this led
fo a move toward female-oriented
durables goods bought in the family.
Finally, it is significant to appreciate that
process of empowerment as an
optimistic impact on the women
empowerment may take some time.

Empowering Women through SHGs

Empirical evidence from previous
research demonstrates that the
economic and social impact of

microfinance empowers women (Bali
and Wallentin 2009 & 2011; Pitt and
Khandker 1998; Pitt, Khandker, and
Cartwright 2006; Goetz and Gupta
1996; Aghion and Morduch 2005;
Dijkstra 2002; Anderson and Eswaran

2006). Examining this further for Indian
SHG:s, it has been examined whetherit is
the microfinance related economic
factors or the non-economic factors
that are more effective in women's

examine the disaggregated economic
and noneconomic microfinance

impact on empowerment of women is
i ment; social attitude; and education
i are further computed by the examined
i signs, wherein economic factors are
i measured through: share of household
i income, primary activity, independent
Esovings, investment to develop home,
i assurance fo meet economic disaster
i and organizing loan and other efforts.
Autonomy factor is measured through:
i purchase of raw material, plan work and

that, as researchers note, empowering
women is a multi-dimensional process
(Kabeer 1999; Johnson 2005; Malhotra
and Mather 1997). Some of them
suggest that the economic impact of
microfinance empowers a woman
through an increase in her income,
which raises her negotiating power to
distribute reserves contained by the
family circle. Others emphasize the

Volume 41, No. I11, October 2015

i socialimpact of microfinance in terms of
i greater autonomy, awareness and
i political and social inclusion as being
i more effective in women's empower-
i ment.

minantly for women who had !

i The present study follows Bali Swain and
 Wallentin (2009 and 2011), in defining
i women's empowerment as a process
i through which a woman effectively
improves her well being within society.
i Using the Structural Equation Model
i (SEM), the study estimated the impact of
i microfinance-related economic and
i non-economic factors on the empower-
i ment of women. It considered latent
factors encompassing women's
ieconomic empowerment,
i aftitudes, autonomy, communication,
political and network participation and
i education level.
i variables of women's empowerment is
i measured by the observed decision-
imaking variables that
enhanced involvement in the conven-
i fionally male conquered regions where
2005; Bardhan and Klasen 1999; Beteta
 have a say. These indicators include
i family planning decision, buying and
i selling of property, sending daughter to
i school, children's marriage decision and
i use of birth control.

empowerment. The main reason fo

: The latent factors of women's empower-
i ment: economic; autonomy; network,

social

Each of the latent

indicate

women from South Asia do not usually

communication and political involve-



reaction fo emotional abuse. Network,
communication and political
parficipation is measured through:

communication, knowledge about
women reservation, contribution in
village politics, verbal abuse and
alteration in family violence. Social

by spouse, response to physical abuse,
response to emotional abuse, taking
part in family decisions, enhancement
in self-confidence, verbal abuse and
change in family violence. Further the

was taken as the last latent factor of

women's empowerment. These latent :

factors are measured by a set of

observed ordinal variables. The analysis :

is based on unique cross-section data
on SHG women members.

Structural Equation Model (SEM)
For correctly assessing the impact of

empowerment, a structural equation
model

Figure 1. The model consists of two parts:
the measurement and structural parts.

right in Figure 1,
women empowerment variables (in the
ellipses) by its respective observed
indicators (in rectangles). These
indicators capture our definition of
empowerment of women surrounded
with the South-Asian background. The
various latent components (economic
and non-economic factors) of women

observed 20 indicators (in rectangles)
on the left-hand area of Figure 1. The
relationship between the latent factors
and theirrespective observed variables

ESEARCH BULLETIN

isindicated by the arrows. The dimension

i errors are symbolized by the arrows that
i point to all of the indicators.

officials SHG members have met,

i This model is indicated by the middle
component of the path diagram. The
i straight single-headed arrows stand for
i the causal relation between the latent
attitude is measured through: freatment
i and the latent women's empowerment
variable (We). The path diagram in
i Figure 1 corresponds to the following
isynchronized equations structure
i (Joreskog and Sorbom 1999).

education level of the sample members

economic and non-economic factors

Fx= AYE+S (1)
y=Amte (2)
n=Te+¢ (3)

i Ist equation symbolizes the dimension
 model for the latent components of
i women empowerment (), where xis the
diverse latent components on women gvecfor of determines for the latent

: component of women empowerment,
is estimated. This model is ;A*is the vector of factor loadings and & is
presented by the path diagram in E‘rhe vector of dimension errors
i connected through the relevant signs.
i The dimension model matches to the left

The measurement model, towards the part of the path diagram (Figure 1).

measures the latent . .
i The latent women's empowerment is

represented by n and is computed by
the indicator vector y as presented by
i means of equation (2), where A" is the
i vector of factor loadings and ¢ is the
vector of quantity errors related through
i y. The dimension model matches to the
: right-hand part of Figure 1.
empowerment are calculated by the

i Equation (3) is the SEM model, that
ispecifies
i empowerment (n)
vector of latent component (§), or the

the latent women

depends on the
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economic and non-economic factors,
where T'is the vector of latent regression
coefficients and { is the error word. The
statistical significance of the laftent

Figure-1: Path Diagram for the Ge

i regression coefficients thus point out
iwhich latent component has a
Enoteworthy impact empowerment of
i women.

neral Women Empowerment Model.
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Demographic Characteristics

collected as an element of study to
inspect the Self Help Group - Bank
(SHG-BLP) in :
Jammu Region. The family survey make
use of a quasi-experimental devise, with
a pre-coded questionnaire to gather
data for nine distinct districts of Jammu
region of J&K state of India, in Jan-June
2012 namely Jammu, Kathua, Samba,
Doda, Ramban,
Rajouri and Poonch. Within the state, i
the study evaded districts with above
and below publicity of SHGs and merely
estimated SHGs with excellent !
i |memberswithincreasein
i [ownincome after

Table 1 presents the characteristics of
the respondents who participated in
the Self-Help Group programme. Most
of the SHG members are within the age
i *These percentages are based on
binary questions, as asked from the SHG
i members during Jan-June 2012
economically active, most of whom are '

i As described in Table 2, the latent
iwomen's empowerment variable is
i measured by the observed decision-
i making variables that indicate raised
i involvement in the conventionally male-
centric regions where women of South
i Asia do not usually have a say.
i Examining these indicatorsin Table 2, itis
i found that after joining SHGs about 25

Linkoge Programme

Udhumpur, Reasi,

functioning ties.

group of 31-50 and on an average are
about 39.7 years old. A large
percentage of the respondents are

engaged in farm or farm related
activities (78.02 per cent). Approxi-
mately 19 per cent are the main earners
in the household with about 61.3 per
cent of respondents reporting an
increase in theirownincome.

Table-1: Descriptive Statistics

ESEARCH BULLETIN

i | Percentage of SHG
members that are earning
The model estimation is based on data

80.68

Percentage of SHG

members that are literate 72.92

Percentage of SHG
members engaged in farm
activity and agricultural

wage labour 78.02

Percentage of SHG
members withincrease in
household income after

joining SHGs* 63.9

Percentage of SHG

joining SHGs* 61.3

Samplessize 960

Variable name AlISHGs
mean

Age ofrespondent (yrs.) 39.74

Percentage of SHG

members that are main

earners of the household 18.95

i per cent of the respondents indicate
i that participation in family planning
i decisions had increased, while 35 per
i cent reported use of birth confrol
i measures. Buying and selling of property
shows an increased partficipation by 17
i per cent of SHG members. Women
i members also reported an increased
f involvement
i sending daughtersto school.

(upto 23 per cenf) in
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The latent factors of women's empower-
ment: economic; autonomy; network,
political and communication involve-
ment; social aftitude; and education;
are computed by the examined
parameters as presented in Table 2. The
first column corresponds to the variable
names in Figure 1 and lists the observed
indicators used to measure each of the
latent factors. Column 2 describes the
exact question that was asked to the
SHG respondent. The coding of their
responses is given in column 3 while the
proportions of the responses to each of
these coded categories are presented
incolumn 4.

proportion of resources that the SHG

activities that they are engagedin. Most
of the members are economically
active and are principally engaged in
agriculture and related activities.
Surprisingly 88 per cent of the members

savings which they control after joining
SHGs. The respondents are also
substantially confident about meeting
financial crisis in the family (86 per cent)
and arranging credit and otherinputsin
fime of need (63 per cent). About 23 per
cent reported substantial home
improvements and repairs after joining
SHGs. Their degree of autonomy is

taking crucial work-related decisions

tation related to work (51 per cent) and
their resistance to psychological and
emotional abuse. About half of them
reported having offered resistance of
varied levels.

Networking, awareness, communi-
cation and political involvement is

Volume 41, No. I11, October 2015

i determined by the amount of officials
i that the members have talked to, the
i communication skills of the respondent,
i their participation and awareness in the
i neighbouring village politics and their
i response to abuse and mistreatment
i within the household. On average, each
i member has met at least one official
i and most of them (73 per cent) are fairly
i confidentin communicating and raising
their concerns within fthe group
i meetings. More than half the group
i members are aware of the reservations,
£ in the local political institutions and job,
i for women and 36 per cent have been
{involved in village level politics. Greater
i awareness towards women rights are
The economic factoris measured by the
i verbal abuse and domestic violence.
members control and the economic

i Social attitudes and changes therein are
imeasured by the freatment of the
respondent by her spouse, her reaction
ito physical,
i emotional
reported that they have independent
: Other measurement variables include
i the
i confidence (86 per cent) due to non-
ieconomic factors and greater
tinvolvement in all family decisions (47
iper cent).
educational attainment in measures the
i contfribution of education towards
i empowerment of women members.
represented by their independence in

i Estimated Results of SEM

(61 per cent), planning and implemen-

This segment presents and converses the
i outcomes of the estimated structural
i equation model
i empowerment to determine which of the
i latent factors have a noteworthy impact
i on empowerment of women.
i examines the results from the dimension
: model,

also reflected in their resistance to

psychological and
abuse, and increasing
resistance in reaction to such attitudes.
level of self-

increase in the

Finally, the level of

(SEM) of women's

[t first

which states how the latent
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variables are computed in terms of the
observed (calculated) variables and
explains their consistency and strength.
Table 3 provides the estimated
parameters of the measurement model.
The coefficients indicate the linear causal

relationship between the observed :
variables (xi) and the latent factors (i). The
: NFI disclose that the model has a fine
i approximate fit, which entails that our
approximations are reliable.

expected, most of the observed :

i The results confirm that the economic
: factorhas the most significantimpact on
iempowering SHG women.
i provided within the SHGs enable the
earning was not significant. This might be
i economic opportunities and generate
iincome.
bargaining and decision-making power
i within  the household and
i women empowerment.
(Malhofra and

i Better autonomy in terms of indepen-
dent planning, management and
i decision making at work and greater
i propenisity for intolerance of negativity
i at home also significantly contribute to
iempowering women.
i managerial training and awareness
i creation activities by SHPIs leads to
i greater exposure and changes in social
i attitudes.

normalized and may perhaps thus be :

i Social attitudes of the respondent, her
i spouse
i household, also play a critical role.
i Moreover,
formation, frequent group meetings,
i support of group members and the
{ involvement of SHG members in village
idevelopment activities creates
i confidence and changes in the attitude
i of the respondents and their household
model using a subjective baseline null
RMSEA believes the error of

statistical significance of the coefficient
indicates that the observed variable
measures the latent variables. As

indicators are significant and are valid
measures of the latent factors, although it
is surprising that the coefficient for
members earning relative to household

partially explained by the literature
available on society and gender which
explains that admission to reserves is
different as of control over them, and
merely the last can be believed a
parameter of control
Mather 1997). Eswaran and Anderson
(2005) also emphasize that earning
needs to be in the women's control- not
now created by them - so as to impact
their sniping power in the family.

Table 4 shows the parameter assess and
some of the fit indices for the structural
model of women empowerment for the
SHG members. The coefficients are

understood on both consequence and
level. The fit of the structural equation
model can be calculated by
investigating the Normed Fit Index (NFI),
the Root Mean Square Error of
Approximation (RMSEA) and the
Satorra-Bentler scaled chi-square
goodness of fit index. NFl is an
assessment that rescales chi-square to
confrast a confined model with a full

model.

Volume 41, No. I11, October 2015

i rough calculation in the inhabitants and
i discovers how fine the model,
i unidentified but best selected factor
ivalues,
i covariance matrix. The estimated
i Saforra-Bentler scaled chi-square in

with

fitted in the population

Table 4 indicates that the fit of the model
is not exact. However, the RMSEA and

Loans
members to create additional
It thereby increases their

leads to

Provision of

and other members of the

the process of group

members.
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Of these three significant factors,
empowerment by economic factor is
the most effective. In fact, economic
factors are twice as effective in
empowering women as member's
autonomy. The social attitudes are also
crucial but are about two-thirds as
effective as the economic factors in
terms of their contribution to women
empowerment.

Education is statistically non-significant
in the estimated model. This is not
entirely surprising. Stromquist  (2002)
describes that children going to formall
schooling does not essenfially initiate
empowerment. He further disagrees

promising more in the course of non-
formal schooling programmes. Women
NGOs provide alternative avenues
which encourage methodical
discovering occasions via workshops on
matters such as domestic violence,
reproductive health and gender
subordination, and offer the occasion
for women to talk about their issues
among others. Networking, communi-
cation and political participation are
non-significant, although they may be
critical in the long run. The study does
not interpret the statistical insignifi-
cance of these factors as unimportant

expected that education; networking
and political participation willindeed in
the long run have an optimistic impact,
which cannot be observed in a span of
fewyears.

Factors Empowering Women SHGs in
Jammu Region

The study evaluated which factors,
economic or non-economic, are more

effective in impacting the empower-

ESEARCH BULLETIN

i ment of women SHG members. The main
: results vibrate with related research that
i economic factors have the greatest
i direct impact on empowering women.
i This confirms that programmes such as
i SHGs, which mainly focus on income
i generafion by women in low-income
i households, have the double advan-
tage of leading to an
i economic situation of the respondent
and being the most effective factor in
i empowering women. Greater auto-
i nomy and changes in social attitudes
falso lead to the empowerment of
i women, although the magnitude of
i their impact is, relatively, smaller than
: that by the economic factor.

that empowerment of women is

i The focus on income generation should
continue as the primary objective of the
i SHG programme. The results clearly
{indicate that participation
Eeconomic activity, the opportunity to
i access credit and arranging crucial
inputs play a significant role inempower-
iing women. Greater confidence to
i meet the financial crisis and having
: independent savings is also empower-
i ing. Thus, the provision of 'simple' micro-
i finance through its economic impact
i remains the most important cause for
i promoting women empowerment of
: SHG members.

in women's empowerment. Rather, it is

i Social attitudes and forward moves
i towards greater autonomy are also
Ecriﬁcol in empowering SHG members.
i Some researchers have stressed that
i provision of credit is not enough in itself,
i for greater empowerment women also
i need to confrol and take decisions
i related to their credit, resources and
: work (Goetz and Gupta 1996; Anderson
iand Eswaran 2005; Malhotra and
: Mather 1997). The SHPIs through the

improved

in an

SHGs can make substantial contributions
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tfowards this by strictly monitoring if the

and not by others or male members of
her household. Microfinance 'Plus'
programme with SHPIs providing
additional services to the SHG member

undertake activities such as informing
SHG members about women's rights
including legal, political and social,
creating general awareness about
improving atfitudes fowards women

government programs and opportu-
nities that they can avail. Provision of
education, increased political partici-
pation and better communication
surely also have a vital role to take part
in the long-run empowerment process.

can significantly contribute by
providing reliable evidence to the

policy makers of the state of J&K and
India both.
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Testing for Linear and Non-Linear Causality in
Spot and Future Prices of National Multi-

Commodity Indices

Abstract

The present study investigates the
linear and nonlinear causality
between spot and future prices of
three nationalindices maintained by
Multi Commodity Exchange of India
Ltd. (MCX). The data covers periods
from September 1, 2013 to August 30,
2014. Researcher has applied
nonparametric test for nonlinear
causality after controlling for well-
known calendar effects and long-
run trends. The empirical results using
both traditional and nonlinear
causality tests indicate a stronger
flow of information from fufures to
spot market and vice-versa. The
research study result which confirms
that future market is playing the role
on the prices of spot market and vice
versa.

Key Words
Nonparametric Nonlinear Causality,
F Test, Chi-Square Test, Kurtosis,

Skewness, Spot Prices, Future Prices,
Price Discovery

Introduction
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: commodity exchange
i regulatory body is Forward Markets
: Commission (FMC), set up in 1953. The
: exchanges are
i Forward Markets Commission.
i markets have recently thrown open a
inew avenue for retail investors and
i fraders to participate in commodity
i derivatives.

Paresh Shah

i caused the commodity trading in India
{to diminish. Commodity trading was,
i however, restarted in India recently.
i Today, apart from numerous regional
i exchanges,
i commodity exchanges namely, Multi
i Commodity Exchange of India Ltd.
f (MCX),
i Derivatives Exchange Ltd.
i National Multi-Commodity Exchange

India has six national

National Commodity and

(NCDEX),

: (NMCE) and Indian Commodity
i Exchange (ICEX), the ACE Derivatives
i exchange (ACE) and the Universal

(UCX). The

regulated by the
Indian

iThe commodity derivatives were
i reinfroduced in Indian economy after
i realization of its role played in price
i discovery and
i especially in the post liberalization era. In
i the LPG era, the government policies

i were more oriented towards free market

Commodity frading in India has a long i economy following the setup of national

history. In fact, commodity frading in Ewidecommodi‘ryexchonges.

India has started much before it started

in many other countries. However', years However, its usefulness in price risk
of fore_|gn rule, droughts and pe”oﬁjs, of | hedging and price discovery is still not
scarcity and Government policies i clear. The present study aims at studying

risk management



the nature of Indian commodity futures

efficiency. Price discovery is considered
as a major function of commodity future
market as future price serves as market
expectation of subsequent spot price.
This price discovery functionimplies that
the future and spot markets are
systematically related in the short run
andinthelongrun.

Further the issue of commodity market
efficiency is a crifical issue under
efficient markets, new information is
impounded simultaneously into cash
and future markets. In other words,
financial market pricing theory states
that market efficiency is a function of
how fast and how much information is

prices exhibit market information is the
rate at which this information is
disseminated to market participants.
However, various institutional factors
such as liquidity, tfransaction cost, and
market restrictions may produce an
empirical lead - lag relationship
between price changes in the two
markefts.

Thus, temporal relationship between
spot and future prices can be used as
preliminary evidence for and against
the price discovery and efficiency of
the commodity derivatives market.

For the purpose of this research study,
researcher has selected and used three
futures and spot indices maintained by
MCX to comment on the price
discovery functfion and efficiency of

selected indices are namely MCX-
ENERGY, MCXAGRI
represent each commodity group.

ESEARCH BULLETIN

i MCX is India's first listed exchange, is a
market in terms of price discovery and
i exchange that facilitates online trading,
iand clearing and setftflement of
i commodity futures transactions, there
by providing a platform for risk manage-
i ment. The Exchange, which started
i operations in November 2003, operates
i within the regulatory framework of the
i Forward Contracts
£1952.
i commodity futures contracts across
i segments including bullion, ferrous and
i non-ferrous metals,
i agricultural commodities. MCX is India's
i leading commodity futures exchange
t with a market share of about 82.82 per
i centin terms of the value of commodity
i futures contracts fradedin 9M FY2014-15.
reflected in prices. The rate at which

i The Exchange's flagship index,
i MCXCOMDEYX, is a real-time composite
Ecommodi‘ry futures price index which
i givesinformation on market movements
in key commodities. Other commodity
i indices developed by the exchange
finclude MCXAGRI, MCXENERGY, and
{ MCXMETAL.

state-of-the-art, commodity futures

(Regulation) Act,

It offers frading in varied

energy and

the

i Spot—future parity is a parity condition
i that should theoretically hold, or
i opportunities for arbitrage exist.
i Spot—future parity is an application of
the law of one price. The parity condition
iis that if an asset can be purchased
i foday and held until the exercise of a
: futures contract, the value of the future
i should equal the current spot price
i adjusted for the cost of money,
i dividends, "convenience yield" and any
i carrying costs (such as storage).
commodity derivative market. The i

! Literature Review

and MCXMETAL

i Hernandez and Torero

(2010) have
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examined the relationship between
spot and future prices of agricultural
commodities. They have taken data for
corn, wheat and soybeans. For corn
and soybeans they have taken data for
January 1994 — July 2009 and for hard
and soft wheat they have taken data

for January 1998 — July 2009. They have :

i To know the relationship between spot
i and future market of commodity market
and to find out whether spot affects the
i future and/or future affects the spot.
futures prices lead changes in spoft

The major purpose of study is to find the
i relafionship between spot and future
! prices of commodity market. Consider-
Eing that the futures price is the price
i specified in an agreement
i contract) to deliver a specified quantity
Eof a commodity at a specific future
i date, whereas the spot price is the cash
i price for immediate purchase and sale
of the commodity. Researcher expects
i a close relationship between the prices
of futures contracts and spot prices. In
: particular,
i between spot and futures prices can be
i derived by doing thisresearch.

empirical findings from both linear and

i The result of this research study would
support fo predict expected spot or
i future prices based on the relationship
i between spot and future prices and it
will also helps the market participants for
i pricerisk hedging.

tested following null hypothesis: 1)
Future returns does notresult spotreturns
2) Spoft returns does not result future
returns. They concluded that changesin

prices more often than the reverse.

Sony, Tarun (2012) has examined the
linear and non-linear causality in Spot
and Future prices of Notional Multi-
commodity indices by covering ftwo
periods June 2005 to June 2008 and July
2008 to November 2011. Soni has taken
multi commodity indices like MCXS-
ENERGY, MCXSMETAL, and MCXSAGRI.
From the result, researcher has found
that both traditional and nonlinear
causality tests indicate the stronger flow
of information from future to spot
markets and spot to future markets. The

nonlinear causality indicate a stronger
flow of information from futures to spot
as causality from future to spoft is not
rejectedin complete study.

Problem Statement

Is there arelationship between spot and
METAL and MCXAGRI2

Research Objectives

This research study is an attempt to
examine the role played by an Indian

Commodity Derivative market in price
discovery by doing causality analysis

Volume 41, No. I11, October 2015

i between future prices and spot prices
i for three notional indices maintained by
{ MCX. This study examines the relation-
i ship between spot and futures prices of

i energy (MCXENERGY), metal (MCX-
i METAL) and agriculture commodities
i (MCXAGRI).

(futures

an explicit relationship

i Research Methodologies

future prices of MCXENERGY MCX- i

i Researcher has used recent spot and
i future price data for MCXENERGY,
MCXMETAL and MCXAGRI. Researcher
i has used different tests to empirically
i uncover the direction of information
flows between spot and futures prices.
i The motive is fo make some inferences
about the direction of information flows



between spot and futures markets. The
study will help in predicting expected
spot or future prices based on the
relationship between spot and future
prices. These findings also contribute to
the debate on alternative instruments to
address excessive volafility in energy,
metal and agricultural products or
commodities markets.

3
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i categories are eliminated. Hence for
i research study, 286 data of all three
i types of group of commodities are
i considered. As Indian economy, has
i faced high level of inflation in economy
Erelo’ring to food grains products, etc.,
i researcher has decided to take the
i data of pertinent period only. Past
‘historical

level, the volume of

: commodity futures has been aoffected

Data Selection

i by so many other factors, hence the

duration chosen very carefully. Duration

For this purpose, researcher has selected
and adopted two different views:

1. Spot prices do not lead or lead to
change in future prices of MCX
Energy, MCX Metal, and MCX
Agriculture.

2. Future prices do not lead or lead to

Energy, MCX Metal,
Agriculture.

and MCX

Researcher has collected sample of 288
data; considering the consistency of

i for which we have taken datais 1st Sept,
: 2013 to 30th Aug, 2014. The data has
ibeen taken from MCX website.
i Additionally other secondary data were
Eused such as various books, various
i websites, report submitted by BSE, RBI,
: SEBland their committees.

change in spot prices of MCX i

: Statistical Tools

i Statistical tools used in thisresearch study
i are depicted in Table 1;
i stafistical test (Test) name and its symbol.
data based, 2 sample data of each

indicates the

Table 1: Statistical Test name and its symbols

Name of Test Symbol Name of Test Symbol
Cronbach's Coefficient o Pearson's Correlation re
of Alpha Coefficient
Coefficient of Determination R F test £
Durbin-Watson- Dependent Qs Durbin-Watson-Dependent
variable - Spoft Price variable - Forward Price Qf
Mean - Spot Price Xs Mean - Forward Price X f
Median - Spot Price MS Median - Forward Price M f
Mode - Spot Price ns Mode - Forward Price nf
Standard Deviation - cS Standard Deviation -
Spot Price Forward Price of
Friedman's Chi-square x)? T test e
Kurtosis - Spot Price Ks Kurtosis - Forward Price Kf
Skewness - Spot Price §s Skewness - Forward Price 5f
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Research Design

Causalresearchis quantitative in nature
and it atfempts to define whether a
relationship is causal through experi-
mentation and it also leads to help in
understand which variables are the
causes and which variables are the
effects. The main objective is to find

whether spot is affecting future prices or
future is affecting spoft prices, so causal
researchis very relevant for thisresearch
i means is carried out using the assump-
i fions that variances are equal, or not
i equal. The regression has been used fo
i find out the linear relationship between
: two variables and predict the value of
i the dependent variable for individuals
: for whom some information concerning
i the explanatory variables is available, or

study.

Cronbach's Coefficient of Alpha is a test
of the consistency of respondent's
answers to all the items in a measure.
The interitem consistency and reliability
is measured by Cronbach's alpha.
Coefficient of Determination provides

information about goodness of fit of the
It is a statistical
measure of how well the regression line

regression model.
approximates thereal data.

Durbin-Watson test is a test that tests the
residual from a linear regression or
multiple regressions are independent. It
is a fest to verify the auto correlation.
Mean is used to find the average of

sample of 286 day prices. Median is to
find the middle value in our data set
i researcher has used T test. Researcher
i has also used chi square test as one
i categorical variable from a single
Epopulo’rion is available. It also deter-
imines whether sample data are
i consistent with a hypothesized distri-

which will help us in reducing the effect
of outliers. Mode is the value that
appears most often in a set of data. In
other words, it is the value that is most
likely to be sampled. Standard Deviation
offers an index of the spread of a

distribution or the variability in the data. It
is commonly used measure of dispersion.
i from the same population.

Skewness is a measure of symmetry or

i Hypotheses

Kurtosis is a parameter that describes

i Following six types of hypothesis are
formed to study the impact of spot price

more precisely the lack of symmetry.

the shape of a random variable's
probability distribution. Friedman's Chi-

Volume 41, No. I11, October 2015

i square is a test of goodness of fit, and
i also tests for the independence of test. It
tis a test of how well the observed data
i supports the assumption about the
i distribution of a sample. Chi-square is
: different from other statistical test that
ithe degree of freedom
i determines the critical value
i based on sample size. Rather, in a chi-

that
is not

(d.f)

square fest, the d.f. is based on the
number of categories in the study.” T test
is used fo test the equality of two sample

in order to estimate the effect of some
explanatory variable on the dependent
variable.

: Researcher has also used ANOVA test to
i know if there is any difference between
i groups on some variable. It tests if the
i value of a single variable differs
i significantly among three or more levels
i of a factor. To determine the statistically

significant difference between the
means in two unrelated groups,

bution. F fest shows whether two sample
variances differ from each other or are



on future price, and future price on spot
price, for three different groups of§
commodities, i.e., Energy, Metal and :

Agriculture.

1) H,: Spot prices do not lead to
change in future prices of MCX- i

ENERGY.

H,: Spot prices lead to change in
: Findings and Analysis

future prices of MCXENERGY.

3
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changeinspoft prices of MCXMETAL.
H.,: Future prices lead to change in
spoft prices of MCXMETAL.

H,,: Future prices do not lead to
changeinspot prices of MCXAGRI.
H,,: Future prices lead to change in
spoft prices of MCXAGRI.

2) H,: Spot prices do not lead to . -
hange in future prices of MCX- : Following findings and ono.lyse.s are
I?AETAL : undertaken through the application of
' . i Excel Spread Sheet along with SPSS- 22
M, Spot prices lead fo change in i on the data collected based on 286
future prices of MCXMETAL. i sample studies (n) for each three types
3) H,: Spot prices do not lead to of group of commodities. Hence, Total
changein future prices of MCXAGRI. : Sample studies are 1716{(286x2) x 3}.
H,: Spot prices lead to change in
future prices of MCXAGRI. MCXEnergy
4 Hﬁ: Fufgre p?cgs dof I\rj\gxé'e\lcégG? ETobIe 2 below indicates the necessary
changein sp(? prices o i results of sample studies for MCX Energy by
H,.: Future prices lead to change in : stydying the relationship between spot,
spot prices of MCXENERGY. : expected future rate (expected spot rate
5) Hg: Future prices do not lead to : infuture) and actualfuture rate run.
Table 2: Results of MCX Energy
Symbol | Value of Test | Symbol | Value of Test | Symbol | Value of Test
o 0.972 re 0.946 R 0.895
& 30.824 Qs 0.831 Qf 0.841
Xs 4289 Xf 4303 MS 4265
Mf 4282 ns 4914 nf 4546
s 183 >f 175 x? 14.231
1° 49.341 Ks 1.481 Kf 3.028
EN 0.871 5f 1.160 N 286
a: Based on normal approximation
b: Using the asymptotic standard error assuming the null hypothesis
Regression
ANOVA - F Test D.F. M.S. | FCal(&) F Critical | Sig. (B)
Between Groups 241 36851 30.824 | 1.72384E-10 | 0.000
Within Groups 44 1163
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o is 0.972 and is very closer to 1; hence
supports the highest level of the internal
consistency and reliability. The R is 0.895
which indicates that 0% of variations in
the prices of spot and future are
explained by future and spot respec-
fively. In other words, the regression
model fits the data perfectly. Xs is Rs.
4289 and Xfis Rs. 4303. ps is Rs. 4914 :
appears maximum time and Nf is Rs.
4546 appears more time. Here Spot and
future prices are positively skewed as
their value is greater than zero. It means
that most values of Spot and future are
concenfrated on right of mean. The
said conclusion is also supported by
Kand &.

Also the fluctuation in a year in spot
prices were 183 and for future prices 175.
Qs is 0.831 and Qf is 0.841 which are less
than 1.65 hence indicates that spot and
future rates are positively correlated.

i test. The T value works out to 49.341;
i which is greater than the 5% level of
i significance value of 1.960; it indicates
i thatH,,and H,,not accepted.Hence the
EHH and H, are accepted. The same
i conclusion is also being supported by F
i fest. The F calculated value is greater
i than the critical value and p is 0.000.

i Hence it can be concluded that Spot
prices lead to change in future prices of
i MCXENERGY and Future prices lead fo
i change in spot prices of MCXENERGY.
: The same result is also supported by X
i (calculated value is 14.231 which is
: higher than the critical value (3.841) at
i 5% level of significance with df 1).

| MCX Metal:
: Table 3 below indicates the necessary

 results of sample studies for MCX Metall
i by studying the relationship between

: spot, expected future rate (expected

Spot to future and future to spot, has
been measured through the t test and F

spotratein future) and actual future rate

run.

Table 3: Results of MCX Metal

Symbol | Value of Test | Symbol | Value of Test | Symbol | Value of Test
o 0.980 re 0.961 R 0.924
S 42.640 Qs 0.777 Qf 0.799
Xs 4836 Xf 4840 Ms 4830
Mf 4839 ns 5208 nf 5009
55 151 sf 170 K2 1.373
1 58.823 Ks 1.481 Kf 4.200
5s 0.282 §f 0.812 N 286
a: Based on normal approximation
b: Using the asymptotic standard error assuming the null hypothesis
Regression
ANOVA - F Test D.F. M.S. | FCal.(&) | F Critical (f) | Sig. (B)
Between Groups 262 | 24624 42.640 2.85E-08 0.000
Within Groups 23 577

Volume 41, No. I11, October 2015

180



o is 0.980 and is very closer to 1; hence
supports the highest level of the internal
consistency and reliability. The R is 0.924
which indicates that 92% of variations in
the prices of spot and future are !
explained by future and spot respec-
fively. In other words, the regression
model fits the data to the extent of 92%.
In Other words, the other factors only
affect to the extent of 8%. Xs is Rs. 4836
and Xfis Rs. 4840. nsis Rs. 5208 appears
maximum fime and nf is Rs. 5009
appears more time. Here spot prices
and future prices are positively skewed
as their value is greater than zero. Also
the fluctuation in a year in spot prices
were 151 and for future prices 170. :

Qs is 0.777 and Qf is 0.799 which are less
than 1.65 hence indicates that spot and
future rates are positively correlated.
Spot fo future and future to spoft, has :
been measured through the ttestand F
test. The T value works out to 58.823;
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which is greater than the 5% level of
significance value of 1.960; it indicates

: that H,yand Hy,not accepted.Hence the

H,, and H,, are accepted. The same

i conclusion is also being supported by F
: test. The F calculated value is greater
i than the critical value and b is 0.000.

i Hence it can be concluded that Spot
prices lead to change in future prices of
i MCX Metal; and Future prices lead to
i change in spoft prices of MCX Metal. The
isame result is also supported by x>
! (calculated valueis 1.373 which is higher
i than the critical value (2.85E-08) at 5%

level of significance with df 1).

MCX Agriculture

: Table 4 below indicates the necessary
iresults of sample studies for MCX
i Agriculture by studying the relationship

between spot, expected future rate
(expected spot rate in future) and
actualfuturerate run.

Table 4: Results of MCX Agriculture

Symbol Value of Test | Symbol | Value of Test | Symbol | Value of Test

o 0.820 re 0.705 R 0.497
S 54.532 Qs 0.044 Qf 0.045

Xs 3095 xf 2478 MS 3075

Mf 2476 ns 3239 nf 2537

s 102 >f 123 XK’ 280.282
1 16.803 Ks (1.066) Kf 0.580

§S 0.067 §f (0.468) N 286

a: Based on normal approximation

b: Using the asymptotic standard error assuming the null hypothesis

Regression
ANOVA - F Test D.F. M.S. | FCal.(€) | F Critical (f) | Sig. (B)
Between Groups 277 10708 | 54.532 2.02 0.000
Within Groups 8 196
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o is 0.820 and is considered as good;
hence indicates the good level of i
internal consistency and reliability. The R
is 0.497 which indicates that 50% of
variationsin the prices of spot and future
are explained by future and spot
respectively. In other words, the
regression model fits the data to the :
extent of 50%. Other words, the other
factors like speculation, belief in
monsoon, efc. affect the prices. Xsis Rs.
3095 and Xfis Rs. 2478. ns is Rs. 3239
appears maximum time and pf is Rs.
2537 appears more fime. Here future :
prices are positively skewed as their :
value is greater than zero. While the spot
prices are negatively skewed, it means
that most values of Spot are concen-
frated on left of mean. Also the fluctua-
fioninayearin spot priceswere 102and :
for future prices 123.

Conclusion

i From the above research study, and
§s‘roﬂsﬁcol calculation, it is quite proved
i that, a direct and positive relationship has
i been seen between spot price and future
price of commodity under study in MCX.

: The group of commodities, i.e., Metal
i and Energy has been depending on
i each other to the extent of 90 % or more
ithan that.
: commodities the relationship is seen only
i to the extent of 50%. The other variables

In case of Agricultural

! like speculation, arbitrage opportunities,
i transaction costs, government policies,
i etc. affecting the future prices based on
i spot price, and spot price based on
future prices, to the extent of maximum
:10% and 50% in case of metal and
i energy; and agricultural commodities

i respectively. Hence it can also be

Qs is 0.044 and Qf is 0.045 which are less
than 1.65 hence indicates that spot and
future rates are positively moderately :
correlated. Spot to future and future to
spot, has been measured through the t
test and F test. The 1 value works out to
16.803; which is greater than the 5%
level of significance value of 1.960; it :
indicates that H,,and H,,not accepted. :
Hence the H,,and H,, are accepted.

The same conclusion is also being
supported by F test. The F calculated
value is greater than the critical value
and P is 0.000. Hence it can be conclud
ed that Spoft prices lead to change in
future prices of MCX Agriculture and
Future prices lead to change in spoft
prices of MCX Agriculture. The same
resultis also supported by (calculated
value is 280 which is higher than the
critical value (3.841) at 5% level of
significance withdf 1).
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i give more accurate results.
i accurate results can be useful
: regulators when crucial policy decisions

Econcluded that, on account of MCX
i volume, the agricultural sector in Indian
i economy has seen inflation level to
i some extent, keeping ceteris paribus.

i In case of Energy, metal, and Agriculture
commodifies in MCX market positively
i skewed relationship exists between spot
! prices and future prices.

Areas of Further Research

i It would be very interesting to conduct
i Granger test on these indices which will

Such
for

i regarding curbing inflation are to be
itaken as future prices can provide
i signals to the policy makers about the
i expected future spot price thereby
ihelping them to take decisions
effectively and efficiently.



In this study, data used is of one year. If :
more number of day's data for more
years', then it might conflict with the i
current result and give more accurate

result than before.

Limitation of Research:

The limitations of the study are that the
analysisis purely based on the secondary
data. So, any errorin the secondary data

might also affect the study undertaken.
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Value of Human Resources: A Study of Indian IT

Industry

Abstract

In these ever changing times, there is
a growing criticism that traditional
balance sheets do not take into
account certain intangible factors
like employees skills, talent, etc. The
paper "Value of Human Resources: A
Study of Indian IT Industry" tends to
highlight these hidden parameters
of employees of chosen four IT
industfries and the value fthese
resources add fo the organisation's
economic growth. The ever incre-
asing market demands can be
catered to and competitive
atmosphere can be created only by
investing into an organisation's talent
pool. For an organisation, an
employee should always come first
and necessarily before the custo-
mer. The earlier the organisation
realises this, the better it is equipped
fo handle rising market competition
and growing atfrition rates.

Key Words

Organisation, Employee, Compen-
sation, Intangible, Values, Leader-
ship, Talent.
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Infroduction

: Human resource of an organisation has,
over the years, proved to be one of the
i most
! indispensable resource, that an organi-
i safion can possess! There is yet no
imachine or technology fthat can
i substitute intellectual, social, emotional
or spiritual capital belonging to the
i Human Resource Asset. An organisation
i scales up achieved height of success
i when it creates a balanced amalgao-
{ mation of this Human Capital Asset.

indispensable, no, the only

i Economic Value of Human Resources

i Economist Theodore Schultz who
{invented the term "Human Capital"
: believed that human capital was like
i any other type of capital that could be
i invested in through education, training
i and enhanced benefits that will lead to
i animprovement in the quality and level
i of production in an organisation. The
: ferm human capital coined by Schultz,
i an economist, reflects interest in improv-
iing the plight of the world's under
i developed countries. His claim was that
i improving the welfare of poor people
: did not depend on land, equipment, or
i energy, but only on knowledge. He
i called this qualitative aspect of econo-
: mics "numan capital.” In business terms,
i human capital is described as a combi-
i nation of factors such as the following:



1. The fraits one brings to the job-
infeligence, energy, positive atti-
tude, reliability, commitment.

2. One's ability to learn-aptitude, ima-
gination, creativity, and whatis often
called "street smartness.”

3. One's motivation to share informa-
fion and knowledge- team spirit and
goal.

Today economy is recovering. An
employee today has multiple
employment options by hopping jobs.
Research and statistics show that most
job hopping happen in the service
sector where the acceptable turnover
rates are around 30-40 % on an
average. This is because, the most
important elementin aservice industry is
human resource and unless fthis
resource is adequately motivated will
not be able to sustain the pressures of
delivering results. Ascertaining human
value of an employee therefore is of
prime importance and valuing this
human resource above all other
infangible assets necessary. The good
news is that measuring the value of
human capitaltoday is possible.

Economic Value of Human Resource is
in a broader sense is the "added value"
created out of an investment that goes
into developing a human asset. Where,

e Investment = Education, Training &
Enhanced Benefits

e Outpuft=Revenue
Literature Review

During the first decade of the twenty-
first century, human resource manage-
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i ment (HRM) thinking and practice have
i evolved in significant new directions.
Issues and approaches that were
i previously seen in many organisations as
i being peripheral have moved to center
stage as HR agendas have been
i adjusted to take account of develop-
i mentsin the business environment. Ideas
i developed in the 1990s have moved
i from 'fringe’ or 'fad' status to occupying
a pivotal role in many organisations' HR
i strategies. This is true of employer
i branding,
i scorecards, the fostering of positive
i psychological contracts, and provision
i of flexible benefits and the range of
activities collectively comprising 'e-HR'.
i Older,
i have been reconfigured and often
irelabelled to make them fit in the
i contemporary world. Workforce plann-
i ing has thus been reinvented as talent
Emonogement, pay administration has
i metamorphosed
management, equal opportunities has
i become diversity management, while
i ferms such as coaching, mentoring,
i competencies and business partnering
i have been accorded specific defini-
i fions in our professional vocabulary. We
i have also seen the emergence of some
i genuinely new areas of research and
i practice, such as strengths based
i performance management,
i strategies aimed at fostering well-being
and happiness at work and the evolving
i employee engagement agenda. Last,
i but not
i development of a situation in which the
i need to adapft, evolve and restructure is
i a constant presence in many organisa-
: fions.

the use of balanced

more-established approaches

intfo total reward

formal

least, we have seen the

In short, HRM can largely be explained
i as a response on the part of organisa-
i fions to a newfound freedom to mana-
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ge their workforces in the way that they
wanted to. Fewer compromises had to
be made, allowing decisions to be
made and strategies to be established
and which operated exclusively in the
long-term interests of organisations. This
fransition is being driven by a number of
key frends including: globalinterdepen-
dence; diverse, diffuse, and asymme-
frical security threats; rapidly evolving
science and technology; dramatic

i companies considered for the study are
i Tata Consultancy Services, Infosys, Tech
: Mahindra and Wipro. The inputs and
i oufputs are examined by corelating the
iemployee benefit expenses and
revenue from operations and analysed
i on various vital financial parameters.
i The evaluationis done on the basis of the
i data for the financial years comprising
:2010-11, 2011-12, 2012-13, 2013-14 and
: 2014-15.

shifts in the age and composition of the

population; important quality of life
issues; the changing natfure of our
economy; and evolving government
structures and concepts.

Human Resource Management: Study
of companies belonging to IT industry

Taking the example of ITindustry, in an IT
Industry, the entire focus is on creating

and sustaining the ever increasing

talent pool. IT Industry being highly
human cenfric comprises skilled, and

i In addition to the above mentioned
Efinonciol parameters upon which this
i research paperis based, the concepft of
{ minimax analysis has been introduced
Eby the researcher. The analysis
i presented in this research paper also
i significantly  dwells upon calculating
fand presenting the economic value
i and economic worth of an employee
iworking in an IT organisation, the
explanation of which has been explicitly
;discussed in the subsequent paragra-
: phs.

creative workforce with the power of

converting human talent power into IT
revenues. Choosing
proves to be an ideal case study tfo
analyse the concept of economic
value by examining the relationship
between the investments in human
resources vis-a-vis the revenue

: Revenue from Operations

IT industry thus

i Revenue from Operations is considered
Eos the key driver of growth for every
i enterprise. The comparative figures of
i Revenue relating to the companies
: understudy are tabulatedintable 1.

generated by this humanpower. The |

Table 1: Revenue from Operations Rs. crores
Company |2010-11| 2011-12 | 2012-13 | 2013-14 | 2014-15 | CAGR
Tata
Consultancy |37324.51| 48893.83|62989.48| 81809.36 | 94648.41|20.45%
Services
Infosys 27501 31254 | 36765 44341 53319 [14.16%
Tech Mahindra| 4965.5 5243 6001.9 | 16295.1 | 19162.7 |31.01%
Wipro 26300.5 | 31803.4 | 33226.5 | 38757.2 | 41209.8 | 9.40%
Volume 41, No. 111, October 2015 188



TCS confinues to maintain its position as
the market leader with higher growth in
terms of absolute figures. The absolute
figures have multiplied from Rs. 37324.51
croresin 2010-11to Rs. 94648.41 croresin
2014-15 computing to a CAGR of
20.45%. Infosys exhibits fair growth with a
CAGR of 14.16% whereas Wipro shows a
nominal growth of 9.40%. Tech
Mahindra, recovering from the Satyam

Rs. 4965.5 crores for 2010-11 to Rs.
19162.7 crores for 2014-15, thus posting a
jump of over 250% for the fiscal for 2013-
14 and the highest CAGR of 31.01%.

The growth of TCS over the years has
been aftributed to its adaptability in

providing innovative customer specific
solutions, powered by best in class :
: Profit Affer Tax

There has been almost a six fold i

: Profit Affer Tax is construed as the
i ulfimate bottom line of Financial Perfor-
imance. Table 2 furnishes the data
concerning the Profit After Tax.

processes and engaged work force.

increase in the employee base from
45714 in fiscal 2005 to 300464 in fiscal
2014. The company has consistently
encouraged falent management,
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i leadership development and talent
i retention. In order to implement this, TCS
has rolled out a program called "Inspire”
i for its budding employees. This program
i continues to identify and develop high
potentialemployees forleadership roles.
i Potential leaders are nurtured through
i fraining and coaching and given
i challenging roles to build leadership
i capability.

tfangle, displays a pickup with a
phenomenal growth movement from :
i Tech Mahindra, arises from the Merger
i between Tech Mahindra and Mahindra
i Satyam that became effective from 24th
iJune 2013.
i significantly to increase the scale of
i operations of the Company and diversify
i the revenue base while strengthening

The phenomenal growth, in relation to
The merger

helped

the Balance sheet and cash flows.

Table 2 : Profit After Tax

Rs. crores
Company (2010-11| 2011-12 | 2012-13 | 2013-14 | 2014-15 | CAGR
Tata
Consultancy | 9068.04 | 10413.49 | 13917.31[19163.87 | 19852.18 | 16.97%
Services
Infosys 6835 8322 9429 10656 12372 | 12.60%
M::i‘:;m 6967 | 460.6 | 652.5 | 26855 | 22562 | 26.49%
Wipro 4843.7 | 4685.1 5650.2 | 7387.4 | 8193.1 11.08%
189 Volume 41, No. I11I, October 2015
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The values for TCS for Profit After Tax are

compared with other three companies.
TCS grew from RS 9068.04 crores in 2010-
1110 Rs 19852.18 croresin 2014-15 with a
CAGR of 16.97%. In contrast to the
revenue figures, Wipro posted a growth
of 11.08% in PAT, whereas Infosys
displayed a growth of 12.60%. Tech
Mahindra's continues superb perfor-
mance can again be attributed fo the

the fiscal year 2010-11 has grown
suddenly from Rs 696.7 crores to Rs
2256.2 crores in the fiscal year 2014-15
thus displaying a very high CAGR of
26.49%.

TCS asserts its leadership by posting the

reference. The company, as stated iniits
annual reports, has reported an
impressive growth and control in the
overseas market comprising Europe,
Latin America, Asia Pacific and Middle
East. The contribution of these new
markets fo the total revenue almost

2014 leading to a greater PAT for the
overall company. This was possible only
because of TCS's ability to address
customers' confinuous evolving require-
ments where service offerings were
channeled in a customised manner.
Therefore revenues from new services
have shown a new impressive 37 fold
record growth since fiscal 2006.

The success in productivity drive for TCS
realised info impressive growth in
profitability too whereby PBT has also
grown almost 10 times during the period
from Rs 2634 crores in FY 2005 to Rs 25402
in FY 2014 and the net worth gone up
fromRs 3478in 20050 Rs 49195in 2014.
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i TCS'
i Engagement, Deployment on the right
Eprojec’rs, role and career progression
i and benchmarked compensation and
i benefits transferred to source and
iretaining the
i advantages are evident from the drop

i Employee Productivity

found to be highest in the table when

India is widely recognised as the premier
i destination for offshore technology
i services. According fo the NASSCOM
i press release issued by IT BPO services,
i export
i expected to grow by 15 % by the end of
:2015 fiscal
i revenues to grow at the rate of 9 % to 12
% compared to fiscalyear2014.
takeover of Satyam where the PAT for

i This is only because of the growing
: contributions from the Indian IT industry
iwhich has effectively invested in
developing the Human Resources' skills
i that has made India a favourite global
i destination for employing their IT
i services.

highest PAT for all the years under

i One of the handy tools that can be
adopted to measure the employee
i performance is Employee Productivity
i which may be computed by dividing
i the Revenue from Operations with the
i Cost of Employees. Table 3 depicts
i values for Employee Productivity.
doubled from 6.18% in 2005 to 11.63% in

:TCS with the highest Employee
Productivity is far ahead of the other
i organisations and tends to remain near
i constant during the period under
i reference. In an industry, where the
i basic inputs are Human Resources, TCS
i has been able to draw the best. There
tare several reasons which can be
i aftributed to this achievement.

revenues from India are

year andthe domestic

rigorous focus is on Talent

right tfalent. These
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Table 3 : Employee Productivity (ratio)

Company |2010-11|2011-12 | 2012-13 | 2013-14 | 2014-15 | Average
Tata
Consultancy| 2.6948 | 2.8074 | 2.6202 | 2.7396 | 2.4456 2.6615
Services
Infosys 1.8511 | 2.0199 | 1.8445 | 1.8210 1.789 1.8651
Tech
. 2.5545 | 2.3292 | 2.3876 | 2.3374 | 2.6610 | 2.45394
Mahindra
Wipro 2.4046 | 2.3892 | 2.0892 | 2.1135 2.089 2.2171

in the aftrition rate from 14.4%in 2010-11
to 12.2% in 2011-12 with a leading
market retention rate of 88.7%. The
company has created a performance
driven environment where innovation is
encouraged, performance is recog-
nised and employees are motivated to
realise their potential.

TCS also remained the highest human
power recruiterin FY 2014 in the industry

employees out of which 14,320 were
recruited outside India. The company
thus has proven to have considerably
invested in the upgradation of their
tfechnical, domain and leadership
capabilities for creating an organisation
of tomorrow.

The average Employee Prodctivity for
Tech Mahindra stands at 2.45394
followed by TCS. Post the merger of
Mahindra Satyamin 2013 the HR policies
and processes have been strength-
ened fo stay relevant to changing
demographics, enhancing organisa-

and people models with the supporting
organisation.

: Tech Mahindra has also been a pioneer
tin promoting gender diversity in the
i industry and henceis seen as a preferred
i career destination for many a women
i associates. Tech Mahindra has been
i deliriously working towards providing a
competitive compensation, empower-
i ing associates at all the levels resulting in
i the drop in the attrition rate from 20% to
:18% leading to a better employee
i productivity.

with a gross addition of 61,200 :

i Wipro follows TCS
i Employee Productivity with a score of
£ 2.2171. At Wipro, like any other service
organisation, employees form the core
i of an organisation. Wipro were amongst
E’rhe first to adopt an employee stock
i purchase plan and employee stock
i option plan.
i adheres to a cohesive and holistic
i approach to the well being of its
i employees including physical, emotio-
i nal and mental well being. Work- life
i balance at Wiprois perceived as a focus
i on all aspects governing the normal well
being forallemployees.

tion agility by creating robust business

iThe end of the table for Employee
: Productivity is occupied by Infosys with a

in the average

Wipro promotes and
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average score of 1.8651. In order to

always believed its professionals fo be
the most important assets. The quality
and level of service that is desired of an
professional is brought out only through
various competency development
programmes by recruiting the right
people and investing in them through
employee benefit programmes.

i Revenue Per 1000 employees

create world class services, Infosys has

Financial productivity apart, numerical
i productivity too is important to achieve
i commendable performance.
i been the convention in IT industry fo
i compute the numerical productivity by
: working out the 'Revenue per 1000
i employees.Table 4 depicts the values
i for Revenue earned by organisations
{ per 1000 employees.

It has

Table 4 - Revenue /1000 employees

Rs crores
Company | 2010-11 | 2011-12 | 2012-13 | 2013-14 | 2014-15 | Average
Tata
Consultancy | 202.188 159.71 228.06 272.27 | 296.094 | 231.664
Services
Infosys 210.220 | 208.36 234.63 276.43 302.62 | 246.452
Tech
Mahindra 121.81 70.74 72.21 182.18 | 185.539 | 126.496
Wipro 214.899 233.98 227.87 265.36 | 260.463 | 240.514

Infosys exhibits the highest value in the
table for Revenue per 1000 employees.
i yees continues to be a key area of
i strategic focus for them. In order to align
i with the needs of growing strategies,
Infosys has launched new programs
i while keeping with the changes in use of
i technology in education. This is done
: through the flagship industry academia
i partnership program.

This is then followed by Wipro, TCS and
Tech Mahindra. It is note worthy that as
was seen in table 3 amongst compet-
itors Infosys posts lower financial
productivity, whereas it leads the table
in terms of numerical productivity. Here
is a cafch that may be reasoned out to
the Economic Value of the Employees.

The Global Talent Pool built by Infosys by
recruiting new students from premier
institutes, universities and colleges in
India and through a rigorous selection
process involving a series of apfitude
tests and interviews helps Infosys in

Volume 41, No. I11, October 2015

identifying the best applicants. Compe-
tency Development of Infosys' emplo-

Wipro follows Infosys in the table with Rs
i 240.514 crores revenue per employee.
: Wipro possesses a very young workforce
i with 62% of their employees at an
i average age of less than 30 years. Wipro
i as of 31st March 2014 had a workforce of



1,40,000 employees and the voluntary
aftrition rate dropped to 13.7% from
15.1% from the previous years. Another
reason for higher revenue per 1000
employees is the encouraging gender
diversity where 31% of Wipro's
employees constitute women.

TCS ranks third in the table with Rs
231.664 crores "Revenue generated per
1000 employees." TCS Co-Innovation
Network maintains an active portfolio of

ESEARCH BULLETIN

i Interface Programme) for developing
i faculty for academic institutes, improv-
iing employability of students and
i developing curricula as per industry
i requirements in order to gain higher
irevenue for the organisation. The
i company has also been partnering with
i the central government and five state
i governments in establishing IITs. The
i company strives to improve revenue
generation by employees by develop-
i ing high potentialleadership roles.

emerging technology partners and has

infroduced about 200 companies to
TCS business. Ten active alliances are
maintained with leading university
research departments for progress in
areas such as computational life
sciences, computational materials
sciences, data sciences, cyberphysical
systems, design and more. Employee
development is carried out through
incessant training programmesthrough
out the year and several such alliances
support and facilitate in the steady flow
ofrevenue for the organisation.

: All the above discussed examples point
i fo the fact that for an organisation to
develop, grow and sustain need to keep
i investing in the development of their
internal customers, i.e. the employees.
: An employee that has been motivated
through iraining and developmental
i activities will go a long way in contribu-
: ting to the organisation’s revenue basket
i thus becoming the most indispensable
iresource for the organisation. The
: Human Resource.

Avg PAT /1000 employees

Tech Mahindra stands at the bottom of :

the table with revenue per
employees as Rs 126.496 crores. Tech
Mahindra has invested in several

programmes called as AIP (Academic

1000 :

Table 5 depicts values computed after
i multiplying the average age of the
i employee with average PAT / 1000
* employees for a period of three years.

Table 5 : Avg PAT per 1000 employees

Rs crores
Average PAT/
Company 2010-11{2011-12(2012-13/2013-14 | 2014-15 1000
Employees
Tata
Consultancy | 45.656 | 46.004 | 50.389 | 63.78 | 62.104 53.586
Services
Infosys 63.281 | 56.47 | 58.17 | 63.55 | 70.220 62.338
Tech Mahindra| 18.174 | 6.214 7.85 30.02 | 21.845 16.820
Wipro 39.57 | 34.47 | 38.74 | 50.58 | 51.783 43.028
193 Volume 41, No. I11, October 2015
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The values derived after calculations
prove that Infosys ranks highest
amongst the four IT companies conside-
red in the discussion with an average
value of Rs 62.338 crores followed by TCS
with a value of Rs 53.586 crores and

crores and Rs 16.820 croresrespectively.

Economic Value and Economic Worth
of an employee of an organisation

Table 6 comprises calculations and
analysis for ascertaining the total
Economic value and Economic Worth of
employees working in an IT organisation.

Generally, the age of an employee with
an IT organisation, retiring from work is
believed to be 55 years. Taking forward
the analysis on this premise, the
economic value of the employee is
calculated by multiplying theaverage
employee cost by the balance number
of years of that employee remaining
with the organisation.

Similarly, the Economic Worth is calcula-
ted by multiplying the average PAT for
the stipulated period of 2010 to 2015 by
the balance number of years with the
organisation.

From the above table, it is found that
chart in both the parameters. The total

found to be Rs650122.41crores and the
total economic worth to be
Rs376557.43crores for an employee for
the balance number of years that the
employee would spend with the
organisation assuming an uniform level
of performance displayed by him in

Volume 41, No. I11, October 2015

i ferms of showing consistent output. This
i implies that for an organisation to be
i performing and successful, itisimportant
ito confinue investing in the fraining,
i development and growth of the
i employees.

Wipro and Tech Mahindra at Rs 43.028

{ TCS has taken steps to ensure that this
happens. TCS has been at the leading
i edge of the Digital revolution since its
inception and has been
isteadily across the spectrum of
i fechnologies and domainled solutions.
i New concepfts
i software, agile platforms and artificial
i intelligence have played a biggerrole in
: the IT enterprise and the organisation is
i well positioned to play a significant role
iin this journey. With over 319,000
{ professionals across 60 countries to
i achieve this, TCS has built a Digital
i organisation that is perpetually learning.
EOn an average an employee at TCS
i spends 10.3 days on training in twelve
i months. Over the last one year, TCSers,
i including the 23,875 graduates hired,
i have undergone 2.59 million days of
i online training in technologies and
idomains and over
i certifications have been granted to
them. The simplified processes have
i empowered employees in their ability to
i control more aspects of their working
: lives.

Tata Consultancy Services tops the

: Min-Max

economic value of employees of TCS is

: Table 7 depicts Mini Max numbers of IT
i companies discussed above in terms of
i their highest and lowest performances
i with
: Operations, PAT, Employee Productivity,
i Revenue per 1000 employees & PAT /
: 1000 employees

investing

like service-as-a-

72,000 new

reference to Revenue from
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From the tableitis seen that out of fotal 5
parameters that have been analysed
and discussed above, TCS has the
highest value in terms of Revenue, PAT,
Employee Productivity and Income /
1000 employees.

However, it is surprising to note that

amongst all the four companies for the
fotal period from 2010 to 2015. This
highlights that increased or elevated
profit is basically a positive outcome
because of higher focus on developing
the human capital of the organisation.
Infosys thus has been able to achieve a
revenue growth of 7.1% from the earlier
year.

Infosys, improved human capital
engagement and higher employability
from 76.4% to 80.9% led to significant
improvement in operating margins from
24% to 25.9% The heartening fact is that,
this improvement is inspite of stepped
up investments in the business through
increased compensation to the
employees of Infosys through a salary
hike and promotion fo substantial
number of performing employees. The
variable salary payout also has been
increased from 64% to 86% and the
headcount has gone up from 160,405 to
176,187.This corroborates that increa-
sed investment
providing attractive compensation
packages and opportunities for growth
and promotion along with anincreased
ease of doing business fthrough
simplified internal processes lead to
improved PAT figures thereby ascertain-
ing significant employee contributions
in increasing the revenue. This also has

Volume 41, No. I11, October 2015

iled to a substantial reduction in the
i attrition rate of employees from 23.4%
: 1013.4%while the number of employees
i quitting Infosys has been reduced by
i more than an half from May 2014 to
i March 2015.

: Conclusion

Infosys records the highest value for PAT

i Valuing human capital is a growing
 criterion
i companies today as it influences a
company's value and future growth
i prospects. Since the IT industry is human
i centric, the value of employees gains
{ importance as eamings are based on
i the per-employee per hour billing model
i and profitability is linked to the value
i added by the workforce.

According to stafistics available, af :

! This research article strongly supports the
Econcep‘r of investing in the organisa-
i tion's Human Capital. Or in other words,
i the amount of growth and develop-
iment that an organisation seeks is
i directly proportional to the amount of
investment that goes into motivating the
i human resource of the organisatfion
i which is carried out through investment
in the employee's Education, Training &
i Enhanced Benefits. The resulting output
{is enhanced
i leading to improvement in the quality
i and level of production in an organiso-
! fion.

in employees, by i

i In one of his most popular speeches on
: Human Resources Asset,
i Murthy, Infosys Founder said, "Our core
i corporate assets walk out every
: evening. It is our duty to make sure that
i these assets return in the morning
 mentally and physically enthusiastic and
i energetic.”

in the balance sheets of

revenue generation

Narayana
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Women Representation in Boardrooms: Do they
just Arrive? An Indian Experience

Abstract

This paper seeks to study the current
stafus of women representation on
corporate boards as well as focuses
on understanding the innumerable
initiatives taken by countries across
the globe towards empowering
women. It aims at mulling over the
various coherent issues and
challenges hindering the female
participation in boardrooms and
suggests the course of action fo
accelerate the pace of advance-
ment and to speed the tfransition of
women in boardrooms. For this
purpose both qualitative and
quantitative methods has been
employed. Firstly, we prepare a
table that provides a bird's eye view
of the current status of the female
directors' participation of both
selected advanced and emerging
economies across the globe
including India by revisiting the each
country profile, reports, surveys
conducted by recognized and
reputed agencies worldwide and
reviewing the prior research work.
Secondly, a cross- sectional analysis
has been done by statistically
analyzing the data of 100 samples of
companies listed on BSE (Bombay
Stock Exchange). It is found that
majority of Indian companies'
boardrooms comprise only one
female director and this
phenomenon remains constant
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during the study period. Moreover,
number of companies with at least
one women director on boards has
been increased drastically and
characterized with relatfively larger
sized boards and better perfor-
mance in most of the years. Hence,
promoting women workforce
participation at each level of the
work can vyield big development
payoffs. It can bring a rich talent
pool with different ideologies and
experiences for driving firm
innovation and productivity.

Key Words

Gender Diversity, Women Quota,
Gender Equality, Clause 49, India

Intfroduction

Gender Diversity has largely remained
i as alien concept in most boardrooms
i across the globe. Globally, in 2012, the
i labor force participation rate (ages 15-
i 64) was 82 percent for men compared
itfo 55 percent for women
i Development
i gender diversity and inclusion as a main
sfream component for the governance
i of corporations requisite for sustainable

(World

Indicators). Getting



development and overall progress and
this is more than just a gender issue. In
recent years, corporate governance
advocates and shareholder activists
support that gender diversity leads to
more variety in opinion, experiences,
competencies and skills on boards.
Research has found that diverse
perspectives lead to more balanced,
innovative and robust decisions,
efficient oversight of financial maftters,
prudent risk management and
enhance accountability to share
holders. The OEDC's final version of the
Principles of Corporate Governance
(being revised in 2014/15 under the
auspices of the OECD Committee)
includes a first reference to director
diversity. Questions have been raised as
tfo whether legislation or quotas can be
the solution.

Research Questions and Methodology

In this study an attempt has been made

to assess to what extent female
i Lastly, a comparative analysis has been
i conducted by categorizing the data
i into two group i.e. companies with at
i least one female directors on boards
i and companies with on women director
i onboards of companieslistedinIndia.
has been employed. Firstly, we prepare

: Why Women in Boardrooms?

the current status of the female

i There is ongoing dialogue and debate
i outside and inside corporate board-
i rooms about the diversity in manage-
i ment and inclusion of women on boards
i (e.g., Adams and Ferreira, 2009; Bart and
: McQueen, 2013).
i diversity in ftop management, especially
i gender equity, is thought to lead to
better managed companies on a
i variety of dimensions (Bear et al., 2010).
i The Asia-Pacific region continues to lose

workforce participation in boardrooms
across the globe including India.
Further, what kind of initiatives has been
taken towards promoting gender
diversitye For this purpose both
qualitative and quantitative methods

atable that provides a bird's eye view of

directors' participation of both selected
advanced and emerging economies
across the globe including India by
revisiting the each country profile and
reports and surveys conducted by
recognized and reputed agencies
worldwide. Secondly, fo statistically
analyse the presence of female
directors participation on Indian board-
rooms total 100 companies listed on BSE
(Bombay Stock Exchange) have been

ESEARCH BULLETIN

i considered out of which 50 companies
iare 50 companies
i companies with market capita-lization
i ranging from Rs. 2,000 crore toRs. 10,000
i crore. The companies with either large
i cap or mid cap market capitalization
i selected because these are more likely
i to have the resources and motivation to
i take advantage of the opportunity to
i adopt good corporate governance
i practices. Data has been gathered
through companies' reports, financial
ireports,
documents and company websites etc.
i The scope of the study covers five
i financial years viz., 2008-09, 2009-10,
£2010-2011,
i Descriptive statistics used in this study
i consist of maximum, minimum, mean,
i median and standard deviation to
i describe the nature of data. To measure
i the year-wise variation in the mean
i values of variables, a non- parametric
i test- Kruskal- Walllis test has been used as
: an alternative to the one-way analysis of

are mid-cap

quarterly reports, other

2011-2012 and 2012-13.

variance as distribution is not normal.

The importance of
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between 42 and 47 billion dollars a year
in GDP due to the lack of participation
of talented women in the workforce
(Inderfurth, K. F., and Khambatta, P.,
2012). Research has shown that the
inclusion of female directors has a direct
and posifive impact on a company's
profits and risk management. Women
board directors also broaden a
company's market knowledge as well

provides support for nudging in with one
woman on a board, rather than barging

women are well-educated, contri-
buting members of organizations, and
effective managers. For instance, some
research suggests that women are
generally more advanced in negofia-
ting, empathizing, and working behind
the scenes to facilitate better
cooperationin the workplace (Guy and
Newman. 2004). Gender diversity in
senior leadership has been associated
with higher company profits (Herring, C.,
2009). The Grant Thornton International
Business Report indicates that the share
of women in senior management roles
globally is only 24 percent (Grant
Thornton. 2013. Women in senior
management: Setting the stage for
growth. Washington, DC: Grant
Thornton).

They are also consumers who buy and
have much decision making power in
the marketplace. For instance, in the
United States, for example, women
account for almost 70 percent of car
purchasing decisions'. This pheno-
menon is now spreading in Asian
markets too. However, not all women
are alike, just as not all men are alike

Stats Show Purchasing Power & Influence, <http://www.a

surprising-stats-show-purchasing-power-influence>.
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i (Zaichkowsky, J. L,
i everywhere are seen as being key fo
driving improvements in access to
i education and healthcare in the society
iand overall economic development
and progress, and yet barely present in
i many of the boardrooms of the world's
: largest companies. Ignoring the talent of
i half the population is surely not the ideal
: way to build board effectiveness.

as raise its profile. In fact, some studies

i Boardroom Gender Diversity and
! Initiatives: A Global Perspective

inwith three women on the premise that :

i There are few issues of corporate
i governance that have expanded so far
i over such a small period of time: from
i the infroduction of the first boardroom
quota for female directors in Norway in
i 2005, to similar quotas in many parts of
Europe in 2010 and 2011, to legislation or
i policy in India, Malaysia, and the Middle
{ East in 2012, support for boardroom
i gender diversity has surprised many by
ihow fast and far it has spread.
i According to the GMI Report of 2011,
the countries with the highest percen-
i tage of companies that had atleast one
i female director were Finland (100%),
: Sweden
i South Africa
emerging market economies as it
irecorded a high percentage in this
i category as well (91.1%). By a wide
i margin,
i persistent underperformers Japan
: (9.9%), South Korea (15.4%). Norway has
i the highest aggregate percentage of
i female directors (35.6%). Countries with
i the largest percentage of companies
t with boards comprising at least three
i women directors were Sweden (55.0%),
i Norway
1 Asking Smarter Questions, Marketing to Women: Surprising (333%) Markets in which GMI had

: ] , i coverage of atleast 20 companies, and
ski ngsmarterquestions.com/marketing-to-women- : . .
: had no companies (0%) with at least

2014). Women

(100%) and Norway (96%).

is notable amongst

the worst markets were

(52.0%) and South Africa
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three female directors, were Indonesia,
Japan, Malaysia and South Korea. After
revisiing the each country profile,
reports and surveys conducted by
recognized and reputed agencies
worldwide and reviewing the prior

table that provides a bird's eye view of
the current status of the female
directors' participation of both selected
advanced and emerging economies
across the globe including India:

An Indian Experience

India, in spite of being the world's largest
democracy and one of the fastest
growing economies, women faces
unequal access in many aredas
including education, job advance-
ment, and political power. The Indian
constitution guarantees gender
equality and it also guarantees religious
freedom. However, gender rights
guaranteed by the constitution do not
extend over religious personal laws,
which often give fewer rights to women
(Archana Parashar, 2008). As per
revised Clause 49(ll) (A) (1), a company
board must consist of at least one
female director. New Companies Act,
2013 provides that.... companies as

one woman director. (Section149,
Chapter XlI, p.90). Furthermore, the
appointment of woman director shall
be as per the provisions provided in
Clause 49 (II) (A) (1)

value and performance by inculcating
boards with new insights, new informa-

7 For details see Revised Clause 49 Circular dated 15"
September, 2014 available at: /http://www.sebi.gov.in/
cms/sebi_data/attachdocs/1410777212906.pdf

Volume 41, No. I11, October 2015

i fion and new perspectives (Miller and
i Triana, 2009). So, the following table
presented below provides information
iregarding the presence of women
i directors on board of companieslisted in
: India:

studies, we constructed the following

{ From this table it is clear that presence of
: female director on Indian boards is very
i low. Infact, the median valuesrevealing
{ that in 50 percent companies comprise
: not more than one female director on
i their boards. Moreover, the average
i number of female on board is less than
i one in each year. Minimum value i.e.
i zeros indicating that there are many
companies with only male directors on
i Indian boards. Here, mean value and
i standard deviations are nearly same
{ indicating that distribution is not normal.
i That is why a non- parametric test-
i Kruskal- Wallis test has been used as an
i alternative to the one-way analysis of
i variance to check year-wise variations.
It shows that year-wise variation in the
i average number of female directors on
i boards of companies listed in India is not
statistically significant as p value is less
i than 0.05. Hence, it can be concluded
ithat women
: boardrooms remains constant during
i the study period.

may be prescribed, shall have at least

i Inthe above table for the purpose of the
i comparative study data has been
i categorized
i companies with at least one female
i directors and companies with no
i women director on Indian boards. From
Gender diversity has been advocated
as a means of improving organizational
: director on board has been increased
i drastically over the period of time. It
i indicates that the awareness about
gender diversity in boardroom has been
i augmented. Companies with at least

representation in

into two sections i.e.

the table it is clear that number of
companies with at least one female
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one female director have relatively
larger sized board in each year except
in 2009. As far as performance is
concerned, companies with at least
one female director have greater
returns on assets (ROA) in most of the
years (except in first and last study
period may be due to otherreasons) as

compared with the companies with no
i table varies drastically across countries
£ (0.2% in Japan to 22% in Slovenia),
i reflecting a cultural and value-based
i approach to the issue (Terjesen and
: Singh, 2008). All around the world
i women spend more time on unpaid
i domestic work-that is, child and elderly
i care and housework than men (United

women direcfor on their boards. The
sameresultisin case of compliance with
the corporate governance codes of
Clause 49. Though the compliance rate
has been increased over the fime,
companies with at least one female
director have better compliance only in
two years. Here, it is notable that the

number of companies with at least one
i Trends and Statistics. New York: United
: Nations). In nutshell, social biased norms,
i domestic responsibilities, early marriage
i and pregnancy, limited mobility and less
flexibility towards taking own indepen-
i dent decisions, stereotypes, legal and
workforce discrimination, fewer oppor-
i funity to access health, education and
i other basic facilities hinder the female
workforce partici-pation.

female director on board has been
increased drastically over the period of
time only because of mandatory quota
as per Clause 49 of Listing Agreement of
Securities Exchange Board of India
(SEBI) and the new Companies Act,
2013 orin true spirit.

Cultural, domestic and other Issues and
Female workforce Participation:
Reconcilable Clashes?

and problems limiting the female
workforce participation can assist in

tackling with those challenges to foster
Too
Eeven adopting legislation to enforce

gender diversity in workplace.
many women still lack basic freedoms

and opportunities and face huge
: earlier and it is obvious from the table-1
ithat various
i including the imposition of quota as well
: as other initiatives have been taken in
i different parts of the world. In fact, some
corporate houses are coming with
i women friendly policies and softening

inequalities in the workplace. In fact,
some work force norms about charac-
teristics of an "ideal worker" can
disadvantage women for doing their
jobs. Case studies of the ICT industry
cultureinIndia, SriLanka, and the United
Kingdom have found long hours and a

"workaholic" ethic disproporﬁonotely§
: flexibility that increases the female

affect women's retention and promo-

Volume 41, No. I11, October 2015

i fion (Morgan, S. 2012; Ciriffiths, Marie,
iand Karenza Moore. 2010). Similar
{ patterns have been identified in other
i professions where women are in the
: minority and less likely to be promoted,
including law, investment banking, and
i consulting in the United States (Martin
i and Jurik 2007; Bertrand, M., et al. 2009).

The presence of women at the board

Nations. The World's Women 2010:

: What can regulators do?

A deeper understanding of the issues

! Increasing the involvement of women in
: different roles and titles on corporate

boards inspires intfense discussion
around the world, with some countries

their presence. As we have discussed

legislative measures

up of its workforce norms and workplace



workforce representation and provides
more scope and opportunities to
i 2) There should be no less motivation for
the frame of the companies to !
contribute in the progress and sustain-
ability by faking higher and strategic
positions. Women-friendly work policies
have been shown to boost firm
profitability (OECD. 2012. "The Business
Case for Women's Economic Empower-
ment."Background Paper. Paris: OECD).
Manpower Group surveys report that
only 2 percent of employers across 42
countries have adopted strategies to
(Newport and

nurture themselves for in order to fit in

recruit more women
Wilke, 2013).

There is difference of opinion forwomen
quotas worldwide. Supporters of quotas
justify them by citing a variety of
supposed benefits that greater
numbers of women will bring to the
boardroom. Some suggest companies
are more profitable when they have

evidence for this is questionable given

which are difficult to quantify, that
determine the success or failure of an
organization. Others who suggest that
quota cannot resolve the issue as
despite being the first to implement
diversity quotas, Norway has experi-
enced littfle upwards movement sinceits
inifial jump. From 2009 to 2011 the
aggregate percentage of female
directors has actually dropped slightly
from 35.8% to 35.6%. There are some
statements and opinions about the
women quofta:

1) "Being a minority in a position of
importance is a privilege, and not a
burden®*

ESEARCH BULLETIN

Chartered PLC.

diversity in developing countries than
in developed countries..... The factis
that, in every country, you need fo
encourage more diversity, to bring in
this difference of perspective as a
way to bring fresh air into the board
debate."

Patrick Zurstrassen, Chairs the
European Confederation of
Directors' Associafions (ECoDA).
Focus 9, pp:21)

i Quotas would definitely quicken the
i pace to achieve the desirable resulfs.
i But, will it be sustainablee Will it be free
from questioning? The reality with having
i aquotaisthatit can quickly degenerate
i into tokenism. However, the problem
i with quotas is that they deal with the
i symptom, not the underlying cause.
more women directors, though the

i Signpostforthe way ahead

the wide variety of factors, many of

{1t is necessary fo take actions at grass
irooft
meaningful results. First, it is required to
i create an environment that would
i enable women fo break the glass
: ceiling. Stereotyping, bias, and brutally
i long working hours are discouraging
women executives fromreaching for the
itop.
 reinforcement so that more women will
 find it rewarding to make sacrifices for
i advancement in their careers. These are
i often tough personal choices, and smart
icompanies would use them as
i opportunities to attract and retain the
i right professionals instead of driving
i them away. According to the World

level to achieve real and

There is need of positive

i 8 Women on Boards: A Conversation with Male Directors,

Jaspal Bindra, CEO (Asia), Standard

Focus 9,Global Corporate Governance Forum pp: 16

Volume 41, No. I11, October 2015
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Bank Report (2014), actions should be
considered at three broad levels in
order fo bring gender equality at work
(Figure 1). First, reforms and other
actions may be needed by govern
ment with participation from the private
sector and civil society organizations to
level the playing field for equality af
work, including addressing constraints
across the life cycle and reforming the
"rules of the game". Second, proactive
private sector leadership and
innovation can encourage women's

: participation and success in the world of
work, for example by establishing
i company policies and practices that
i relieve constraints on women's time,
iencourage men's
i responsibilities, tackle discrimination in
i the workplace, and help women gain
f access to productive inputs. Third,
i closing data gaps and investing in
knowledge will enable more evidence-
i based policymaking and tracking of
i results. This is cenfral to achieving and
i measuring the progress thatis needed.

role in caring

Figure-1: Igniting equality at work: World Bank Group entry points

—

Country diagnostics — Identify Problems, Priorities, and Solutions

— 1.

Systematically intfegrate gender into jobs and growth strategies:
Leveling the playing field: Government actions
» Long-term policy planning over the lifecycle
» Remove formal biases and discrimination
» Link services to address multiple constraints
2. Proactive leadership and innovation: Private sector actions
» Make gender equality a corporate priority
» Empower women to do non-traditional jobs
» Increase access to financial services
3. Close data gaps and investing in knowledge
» Comparable data, impact and process evaluation, case studies

Source: World Bank Report 2014 retrieved from https://openknowledge.worldbank
.org/handle/10986/17121 License: CC BY-NC-ND 3.01GO."

Conclusion and Suggestions

Geftting gender diversity and inclusion
as a main stream component for the
governance of corporations requisite
for sustainable development and
overall progress and this is more than just
a gender issue. Igniting female
workforce participaftion on corporate
boards in true spirit involves identifying
and understanding real issues and
challenges and taking bold, harmo-

Volume 41, No. I11, October 2015

: nized actions and multi-pronged
i approach to encounter the problems.
: Majority of listed
i comprise atfleast one female directoron
their boards. Women representation in
i Indian boardrooms remains constant
i during the study period. Itis notable that
: the number of companies with at least
i one female director on board has been
! increased drastically over the period of
tfime whether
i mandatory quota as per Clause 49 of

Indian companies

only because of



Listing Agreement of Securities
Exchange Board of India (SEBI) and the

spirit? Another important aspect that
may be addressed in future research
work is that inclusion of women directors
in boardrooms is in what capacity i.e.
executive director or non-executive
directore Whether they are inside the

really chairing any committee and
have say in the boardrooms. Such issues
are need to be addressed for assessing

involvement in the strategic decision
making process in boardrooms.

ipation can vyield big development
payoffs. It can bring a rich talent pool
with different ideologies and experi-
ences for driving firm innovation and
productivity. Softening up of workforce
norms and workplace flexibility and

upsurge the female workforce
participation and provide more scope
and opportunities to nurture themselves
fo fit in the frame of the companies to

ability by chairing higher and strategic
positions.
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