IS LESS, THEN THE PORTFOLIO STANDARD DEVIATION WILL ALSO BECOME LOWER.
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Granger Causality Test

Test of causality: Examines if lagged values of one variable helps to predict other variables in
the model. Granger test:

® Hp : X does not Granger Cause Y
®m Hj : X Granger Causes Y
Rule of decision: if p. value is:
m < 0.05 ="X" Granger causes "Y” at the 5% significance level.
m > 0.05 = "X" does not Granger cause "Y" at the 5% significance level.
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VAR Models Overview

VAR models generalize univariate autoregressive models by allowing multivariate time serie:
= A univariate regression, is a one single equation model where its current values are
explained by its lagged values
®» A VAR is a n-variables, n-equations model, which express each variable as a linear funct
of its own past values, the past values of all other variables being considered, and a seri
uncorrelated error term
Popularity of VAR models was impulsed by Christopher Sims due to his research paper fro
1980: "Macroeconomics and Reality”.

Main premise: VAR models provide a coherent and credible approach to data description,
forecasting, structural inference, and policy analysis.

Main use of VAR models: Forecasting macroeconomic variables (i.e., GDP, inflation..) and
policy analysis. I
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VAR Models - Formal representation
Example Bivariate VAR(1) model - (y;, x;) and one lag:
Yt = ar + br1yi—1 + braXi—1 + Ut

Xt = @2 + ba1yi—1 + baoXi—1 + v
Matrix Representation

vl _| a b1 biz V-1 ut
[Xr]f{az}ﬁ—[bm b22HX1—1]+[V1} 1

m Variables y; and x; are Stationary. (Logs and Differences can be applied if required.)
® u; and v; are white noise disturbances. Commonly called innovations or shock terms.
m The coefficients in the main matrix are estimated by OLS.

Assumptions

Ry T
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Example: Stock and Watson (2001): Vector
Autoregressions

Summary: The authors review how VAR models perform the four tasks that econometricians do:
data description,forecasting,structural inference, and policy analysis.

= To do so, they set up a VAR to see how monetary policy affects inflation, unemployment
and also, review the phillips curve.

m Variables: Inflation, Unemployment, Fed. Fund Rate.

m Frequency: Quarterly data, 1960Q1-2000Q4
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Stock and Watson (2001): VAR(4)

Variables: Inflation, Unemployment, Fed. Fund Rate.
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Lag-Length Criteria

Importance of an appropriate lag-length:
w If lag length is too small, the model is misspecified
m If lag length is too large, degrees of freedom are wasted
Option 1: Let the frequency of the data determine the lag length.
w Annual data: 1 lag
= Monthly data: 12 lags
= Quarterly data: 4 lags
Option 2: use Lag-length Criteria
m Length decision: Akaike, Schwartz, Hannan-Quinn.
Note: There should be no autocorrelation at the selected lag.
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VAR Stability Conditions and Residual Diagnostics

Stability of the VAR system implies Stationarity. In the literature, stability condition is also
reffered to as “Stationarity Conditions”

w If all inverse roots of the characteristic AR polynomial have modulus less than one and lie
inside the unit circle, the estimate VAR is stable.

w If the VAR is not stable, diverse tests conducted on our VAR model may be invalid. Also,
impulse response standard errors are not valid.

Model is stable? Time for residuals diagnostics!




